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Great strides have been made in automated AI planning under uncertainty in recent years, including symbolic and compact representations of planning problems and very efficient techniques for solving them. The effectiveness of these methods has been demonstrated in the past International Planning Competitions, and to some extent, in real-world applications such as navigation tasks, space operations, railway control, and rescue/evacuation tasks.

However, there are several remaining challenges for developing uncertainty models for the planning systems. When immersed in the real world, these systems often face a constantly changing environment, whose evolution is not deterministic. In addition to the environmental dynamics, planning systems also must deal with the partial knowledge about their surroundings, their models of the environment, and their goals in that environment.

So far, the ICAPS community has mainly focused on probabilities as the means of characterizing these types of uncertainty. At the same time, there are many other frameworks for describing uncertainty that have been studied in Artificial Intelligence in general (e.g., possibilities, fuzzy logics, imprecise probabilities, Dempster-Shafer’s belief function), and other communities confronted with real-world problems like risk management use these models in their decision-making systems. We believe a cross-pollination of research approaches and methodologies from these relevant, yet mostly distant, paradigms will be very beneficial for the ICAPS community, leading to new ideas for tackling planning problems.

We are very pleased to welcome Dr. Ronen I. Brafman as our invited speaker. Dr. Brafman’s talk will focus on Planning under uncertainty: Reductions, Re-planning, Simplifications. In AI planning, the focus has been on stochastic models (e.g., MDPs, POMDPs), and non-probabilistic but non-deterministic models, as in contingent and conformant planning. An important distinction has to do with the nature of the goals – satisfying some goal conditions in methods derived from classical planning vs. accumulating reward in POMDPs. Reduction techniques between different kinds of goals and planning problems have been proposed, and in his talk, Dr. Brafman will review why these techniques are useful and what they are good for.
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Abstract

This paper presents a short survey of the research we have carried out on planning under uncertainty where we consider different forms of imprecision on the probability transition functions. Our main results are on efficient solutions for Markov Decision Process with Imprecise Transition Probabilities (MDP-IPs), a generalization of a Markov Decision Process where the imprecise probabilities are given in terms of credal sets. Noting that the key computational bottleneck in the solution of MDP-IPs is the need to repeatedly solve an optimization problem, our goal is to minimize the number of calls to the optimizer. Our results show how to target approximation techniques to drastically reduce the computational overhead of the optimization solver while producing bounded, approximately optimal solutions.

Introduction

Markov Decision Processes (MDP) (Puterman 1994) have become the de facto standard model for decision-theoretic planning problems and a great deal of research in recent years has aimed at proposing efficient solutions to tackle large and more realistic problems. Formally, an MDP is defined by the tuple $\mathcal{M} = (S, A, P, R, T, \gamma)$, where $S$ is a finite set of fully observable states; $A$ is a finite set of actions; $P(s'|s, a)$ is the conditional probability of reaching state $s' \in S$ when action $a \in A$ is taken from state $s \in S$; $R : S \times A \rightarrow \mathbb{R}$ is a fixed reward function associated with every state and action; $T$ is the time horizon (number of stages-to-go) for decision-making; and $\gamma = [0, 1)$ is a discount factor. An important research topic in this area is how to exploit structure in order to compactly represent and efficiently solve factored MDPs (Boutilier, Hanks, and Dean 1999; Hoey et al. 1999; St-Aubin, Hoey, and Boutilier 2000; Guestrin et al. 2003). In many MDPs, it is often natural to think of the state as an assignment to multiple state variables and a transition function that compactly specifies the probabilistic dependence of variables in the next state on a subset of variables in the current state. Such an approach naturally leads us to define a Factored MDP (Boutilier, Hanks, and Dean 1999), where $S = \{\bar{x}\}$. Here, $\bar{x} = (x_1, \ldots, x_n)$ where each state variable $x_i \in \{0, 1\}$.

The reward can simply be specified as $R(\bar{x}, a)$. The transition probabilities in a factored MDP are encoded using Dynamic Bayesian Networks (DBNs) (Dean and Kanazawa 1990). A DBN is a directed acyclic graph (DAG) with two layers: one layer represents the variables in the current state and the other layer represents the next state (Figure 3a). Nodes $x_i$ and $x'_i$ refer to the respective current and next state variables. The connection between these two layers defines the dependences between state variables w.r.t. the execution of an action $a \in A$. Directed edges are allowed from nodes in the first layer into the second layer, and also between nodes in the second layer (these latter edges are termed synchronic arcs). We denote by $pa_a(x'_i)$ the parents of $x'_i$ in the graph for action $a$ and $P(x'_i|pa_a(x'_i), a)$, the conditional probability table (CPT). The graph encodes the standard Bayes net conditional independence assumption that a variable $x'_i$ is conditionally independent of its nondescendants given its parents, which incidentally for a DBN also encodes the Markov assumption (the current state is independent of the history given the previous state). The use of a DBN leads to the following factorization of transition probabilities:

$$P(x'|\bar{x}, a) = \prod_{i=1}^{n} P(x'_i|pa_a(x'_i), a).$$ (1)

However, in many real-world problems, it is simply impossible to obtain a precise representation of the transition probabilities in an MDP. This may occur for many reasons, including (a) imprecise or conflicting elicitations from experts, (b) insufficient data from which to estimate reliable precise transition models, or (c) non-stationary transition probabilities due to insufficient state information.

For example, in an automated navigation system, it can be difficult to estimate the probability of reaching some location after a move. The probabilities may change throughout time due the environment conditions (such weather and road conditions) and can make the navigation more difficult and subject to failures. In general, it is hard to accurately model all these changes since they can have many external dependencies. In this case, it is better to have a policy optimized over a range of possible probabilities in order to be robust against transition uncertainty.
To accommodate optimal models of sequential decision-making in the presence of strict uncertainty over the transition model, the MDP with imprecise transition probabilities (MDP-IP) was introduced (Satia and Lave Jr. 1970; White III and El-Deib 1994) where the imprecise probabilities are represented by probabilistic parameters \( p_i \) and a set of constraints over them which define a credal set, that is explained in Definition 1. While the MDP-IP poses a robust framework for the real-world application of decision-theoretic planning, its general solution requires the use of computationally expensive optimization routines that are extremely time-consuming in practice.

A particular sub-class of MDP-IP is the Bounded-parameter Markov Decision Process (BMDP) (Givan, Leach, and Dean 2000), where the probabilities are specified by intervals. Given proposes the Interval Value Iteration algorithm (Givan, Leach, and Dean 2000) that can find an optimal policy without requiring expensive optimization techniques. Recent solutions to BMDPs include extensions of real-time dynamic programming (RTDP) (Buffet and Aberdeen 2005) and LAO* (Cui et al. 2006; Yin, Wang, and Gu 2007) that search for the best policy under the worst model. However, a problem with general linear constraints over the probability parameters, for example \( 0.3 \leq p_j \leq 0.5, p_i \geq p_i \) cannot be solved by these solutions. Another sub-class of MDP-IPs is the Markov Decision Process with Set-valued Transitions (MDP-ST) (Trevizan, Cozman, and de Barros 2007), where probability distributions are given over finite sets of states. Examples of MDP-IP, BMDP and MDP-ST are given in Figure 1.

In Figure 2 we show the relationship among different types of planning under uncertainty which includes as special cases the deterministic and nondeterministic planning problems. Notice that BMDP and MDP-ST do not have the same representational power, i.e., some MDP-ST problems can not be reduced to BMDP, and vice versa. Note also that since BMDPs and MDP-STs are special cases of MDP-IPs, we can represent them as MDP-IPs, thus the algorithms for MDP-IPs clearly apply to both BMDPs and MDP-STs.

To address the computational deficiency of solutions for MDP-IPs, first we extended the factored MDP model by replacing the usual Dynamic Bayesian Network (DBN) (Dean and Kanazawa 1990) used in factored MDPs with Dynamic Credal Network (DCNs) (Delgado et al. 2009; Delgado, Sanner, and de Barros 2011) to support compact factored structure in the imprecise transition model of factored MDP-IPs. Second, we have proposed efficient, scalable algorithms for solving these factored MDP-IPs based on two different approaches: dynamic programming (Delgado, Sanner, and de Barros 2011) and multilinear programming (Delgado et al. 2011).

### MDPs with Imprecise Transitions

An MDP with imprecise transition probabilities (MDP-IP) is simply an extension of the MDP where the transition probabilities can be imprecisely specified. That is, instead of a probability measure \( P(s'|s,a) \) over the state space \( S \), we have a set of probability measures, that is referred to as a credal set (Cozman 2000).

**Definition 1. Transition credal set.** A credal set containing conditional distributions over the next state \( s' \), given a state \( s \) and an action \( a \), is referred to as a transition credal sets (Cozman 2000) and denoted by \( K(s'|s,a) \). Thus, we have \( P(s'|s,a) \in K(s'|s,a) \) to define imprecisely specified transition probabilities.

We assume that all credal sets are closed and convex, an assumption that is often used in the literature, and that encompasses most practical applications (Walley 1991). We further assume stationarity for the transition credal sets \( K(s'|s,a) \); that is, they do not depend on the stage \( t \). While \( K(s'|s,a) \) is non-stationary, we note that this does not require \( P(s'|s,a) \) to be stationary in an MDP-IP: distributions \( P(s'|s,a) \) may be selected from the corresponding credal sets in a time-dependent manner (Nilim and El Ghaoui 2005).

Formally, an MDP-IP is defined by \( M_{IP} = (S,A,K,R,T,\gamma) \). This definition is identical to the MDP \( M \), except that the transition distribution \( P \) is replaced with a transition credal set \( K \). We will represent \( K \) implicitly as the set of transition probabilities consistent with a set of side linear inequality constraints \( C \) over the probability parameters.

There are several optimization criteria that can be used to define the value of a policy in an MDP-IP. In the context of the discounted infinite horizon setting focused on this work, there is always a deterministic stationary policy...
that is maximin optimal (Satia and Lave Jr. 1970) (i.e., no other policy could achieve greater value under the assumption that Nature’s selects $P(s'|s, a)$ adversarially to minimize value); moreover, given the assumption that $A$ is finite and the credal set $K$ is closed, this policy induces an optimal value function that is the unique fixed-point solution of

$$V^*(s) = \max_{a \in A} \min_{P \in K} \left\{ R(s, a) + \gamma \sum_{s' \in S} P(s'|s, a)V^*(s') \right\}.$$ (2)

There are various algorithms for solving enumerated state MDP-IPs based on dynamic programming (Satia and Lave Jr. 1970; White III and El-Deib 1994). In this work, we build on a value iteration solution to MDP-IPs (Satia and Lave Jr. 1970):

$$V^t(s) = \max_{a \in A} \min_{P \in K} \left\{ R(s, a) + \gamma \sum_{s' \in S} P(s'|s, a)V^t-1(s') \right\},$$ (3)

Value iteration for MDP-IPs is the same as for MDPs except that now for every state $s$, we optimize our action choice $a \in A$ w.r.t. the worst-case distribution $P \in K$ that minimizes the future expected value. Thus we ensure that the resulting value function and policy are robust to the worst outcome that Nature could choose in light of the future value $V^{t-1}(s')$ that we expect to achieve.

The Bellman equation can be also solved through a multilinear program (Shirota et al. 2007):

$$\min_{V, \bar{p}} : \sum_s V^*(s) \tag{4}$$

s.t. : $V^*(s) \geq R(s, a) + \gamma \sum_{s' \in S} P(s'|s, a)V^*(s'),$

$\forall s \in S, a \in A, P(s'|s, a) \in K(s'|s, a).$

Notice that the constraints force $V^*(s)$ to be greater than or equal to $\max_{a \in A} \min_{P \in K} \left\{ R(s, a) + \gamma \sum_{s' \in S} P(s'|s, a)V^*(s') \right\}$, considering all $a \in A$, and then minimizing $\sum_s V^*(s)$ enforces that the minimal $V^*(s)$ is obtained.

**Factored MDP-IPs**

The definitions of MDP-IP given in the previous section models an enumerated MDP-IP (also called flat MDP-IP), where states are seen as black boxes.

We have extended the factored MDP representation (Boutilier, Hanks, and Dean 1999) to compactly represent MDP-IPs. This requires modifying the DBN transition representation to account for uncertainty over the exact transition probabilities.

Like the previous definition of an enumerated state MDP-IP, the set of all legal transition distributions for a factored MDP-IP is defined as a credal set $K$. The challenge then was to specify such transition credal sets in a factored manner that is itself compact. For this, we have proposed to use dynamic credal networks (DCNs), a special case of credal networks (Cozman 2000; 2005), as an appropriate language to express factored transition credal sets.

**Definition 2. Factored transition credal set.** A credal set containing conditional distributions over the values of a variable $x_i$, given the values of $pa_i(x_i)$ (the parents of $x_i$ in the graph for action $a$), is referred to as a factored transition credal set and denoted by $K_a(x_i|pa_i(x_i))$.

**Definition 3. Dynamic credal network.** A Dynamic credal network (DCN) is a generalization of a DBN. Different from the definition of a DBN, in a DCN each variable $x_i$ is associated with factored transition credal sets $K_a(x_i|pa_i(x_i))$ for each value of $pa_i(x_i)$. We assume that a DCN represents a joint credal set (Cozman 2005; 2000) over all of its variables consisting of all distributions that satisfy the factorization in Equation (1), where each CPT distribution $P(x_i'|pa_i(x_i))$ is an element of the transition credal set $K_a(x_i'|pa_i(x_i))$ associated with the DCN, i.e. $P(x_i'|pa_i(x_i)), a \in K_a(x_i'|pa_i(x_i))$.

A DCN example is shown in Figure 3a. For each variable $x_i$ in a DCN, we have a conditional probability table (CPT) with imprecise probabilities. If we examine the CPTs in Figure 3b, we note that entries are specified by probability parameters $p_{ij}$ (i for variable $x_i'$ and $j$ for the $j$th parameter in the CPT for $x_i'$). Furthermore, we note that we have a set of side linear constraints on these $p_{ij}$ (shown in the boxes below the CPT, collectively call this constraint set $C$). We use $\bar{p}$ to denote a vector containing all parameter values that are free to vary within the given credal sets (i.e., that satisfy the probability constraints $C$ of the DCN).

We note that the joint transition probability may be nonlinear in the probability parameters $\bar{p}$. However, we explicitly introduce the following restriction to prevent exponents exceeding 1: a parameter $p_{ij}$ may only appear in the CPT for $x_i'$. This restriction prevents the multiplication of $p_{ij}$ by itself when CPTs for each $x_i'$ are multiplied together to determine the joint transition distribution in the DCN. This subset of nonlinear expressions, where the exponent of each $p_{ij}$ is either 0 or 1, is referred to as a multilinear expression. To see the multilinearity of the transition probability in Figure 3, we observe $P(x_1' = 1, x_2' = 1|x_1 = 1, x_2 = 1, notrbeoot) = p_{11}p_{21}$.

**Exact Solution for Factored MDP-IPs**

**SPUDD-IP**

Spudd (Hoey et al. 1999) is an efficient factored version of Value Iteration for MDPs that represents CPTs, rewards and value functions as algebraic decision diagrams (ADDs) (Bhar et al. 1993). Inspired on that we have proposed SPUDD-IP (Delgado, Sanner, and de Barros 2011) to solve factored MDP-IPs.

ADDs compactly represent context-specific independence (CSI) (Boutilier et al. 1996) that are not evident in the DBNs. In order to compactly represent a CSI and shared function structure in the CPTs for an MDP-IP, we have proposed a novel extension of ADDs called parameterized ADDs (PADDs) (Delgado, Sanner, and de Barros 2011) since the leaves are parameterized expressions as shown in Figure 3c. PADDs do not only allow us to compactly represent the CPTs for factored MDP-IPs, but they also enable efficient computations for factored MDP-IP value iteration operations.

We begin by expressing MDP-IP value iteration from (3)
in the following factored form using the transition representation of (1) and operations on decision diagrams:

\[ V_{DD}^D(x) = \max_{a \in A} \left\{ R_{DD}(x,a) + \gamma \min_{\bar{p}} \right. \]

\[ \left\{ \sum_{x_i}^{n} \bigotimes_{i=1}^{n} P_{DD}(x_i'|p_{a_i}(x_i'), a)V_{DD}^{i-1}(x') \right\} \]

Because the transition CPTs in the MDP-IP DCN contain parameters \( \bar{p} \), these CPTs must be represented in decision diagram format as PADDs \( (P_{DD}(x_i'|p_{a_i}(x_i'), a) \in K_a(x_i'|p_{a_i}(x_i')))) \). The reward \( R_{DD}(x,a) \) can be represented as an ADD since it contains only constants (for the purpose of operations, recall that ADDs are special cases of PADDs). Although it may appear that the form of \( V_{DD}^D(x) \) is a PADD, we note that the parameters \( \bar{p} \) are “minimized”-out w.r.t. the side constraints on \( \bar{p} \) during the \( \min_{\bar{p}} \Box \) operation in (5) (\( \min_{\bar{p}} \Box \) is the \( \text{MinParameterOut} \) operation on PADDs, that performs the minimization over the parameters by calling a nonlinear solver for each leaf and returns an ADD). Thus the resulting \( V_{DD}^D(x) \) computed from the \( \max_{a \in A} \) has constant leaves and can be expressed as the ADD special case of PADDs.

To explain the efficient evaluation of (5) in more detail, we can exploit the variable elimination algorithm (Zhang and Poole 1994) in the marginalization over all next states \( \sum_{x_i}^{n} \). For example, if \( x_i' \) is not dependent on any other \( x_i' \) for \( i \neq 1 \), we can “push” the sum over \( x_1 \) inwards to obtain:

\[ V_{DD}^D(x) = \max_{a \in A} \left\{ R_{DD}(x,a) + \gamma \min_{\bar{p}} \right. \]

\[ \left\{ \sum_{x_i'(x_1, i=1(i \neq 1))}^{n} \bigotimes_{i=1}^{n} P_{DD}(x_i'|p_{a_i}(x_i'), a)\sum_{x_i}^{n} P_{DD}(x_i|p_{a_i}(x_i'), a)V_{DD}^{i-1}(x') \right\} \]

Then we can continue with \( x_2 \), multiplying this result by the \( P_{DD}(x_2'|p_{a_2}(x_2'), a) \), summing out over \( x_2 \), and repeating for all \( x_i \) to compute \( \Box \). After this \( \Box \) does not contain anymore the variables \( x_i \), but only the variables \( x_1 \).

The SPUDD-IP value iteration solution to factored MDP-IPs returns a robust optimal policy and often yields an improvement over flat value iteration. Figure 4 shows that for large state spaces (\( 2^{12} \) to \( 2^{22} \)) flat Value Iteration does not return a solution due to time and space limitations, while SPUDD-IP can solve the largest problems.

### Approximate Solutions for Factored MDP-IPs

As the number of state variables in a problem grows larger SPUDD-IP also becomes inefficient. Thus, in this section we describe three approximate solutions for MDP-IP: APRICODD-IP (Delgado, Sanner, and de Barros 2011), Objective-IP (Delgado, Sanner, and de Barros 2011), two approximate versions of Value Iteration for MDP-IP; and AMP (Delgado et al. 2011) an approximate Multilinear Programming algorithm for MDP-IP.

### Approximate Value Iteration

**Approximate value iteration (AVI)** is one way to trade off time and space with error by approximating the value function after each iteration.

APRICODD-IP algorithm is an extension of the APRI-CODD algorithm (St-Aubin, Hoey, and Boutilier 2000) that
provides an efficient way of approximating the ADD value representation for a factored MDP, reducing its size and thus reducing computation time per iteration. This is done by a method that has two inputs: (1) a value function represented as an ADD and (2) an approximation error to merge the leaves. The output is a new ADD with the merged leaves. The algorithm first collects all leaves of the ADD and determines which can be merged to form new values without approximating more than error. The old values are then replaced with these new values creating a new (minimally reduced) ADD that represents the approximated value function. This approach immediately generalizes to MDP-IPs since the value function $V^*_DD$ is also an ADD.

However, in solving (factored) MDP-IPs, the time is dictated less by the size of the value function ADD and more by the number of calls to the multilinear optimizer. Thus we also proposed a new approximate algorithm, Objective-IP, that attempts to make less calls to the solver by approximating the objectives (the min of the optimization call) in an attempt to avoid calling the solver altogether. Different from APRICODD-IP, Objective-IP approximates the leaves of the PADD just prior to carrying out the multilinear optimization. The approximation method takes as input a PADD and the maximum error and returns a new PADD with approximated leaves using the upper and lower bounds of the parameters $p_i$. Note that each leaf is approximated independently, this can be done since each leaf corresponds to a different state (or set of states) and the system can only be in one state at a time. Furthermore, we can guarantee that no objective pruning at the leaves of the PADD incurs more than error after the multilinear optimization is performed.

In order to evaluate the policy returned by our approximate solutions, we compute the True Approximation Error (TAE) given by:

$$\max_{\bar{x}} |V^*(\bar{x}) - V_{\text{approx}}(\bar{x})|$$

where $V_{\text{approx}}(\bar{x})$ is the value returned by the approximate solutions and $V^*(\bar{x})$ is the optimal value computed by SPUDD-IP.

In Figure 5 we show a comparison of the True Approximation Error (TAE) vs. running times for the bi-ring-6 problem of an imprecise version of the SysAdmin domain (Guestrin et al. 2003). The results echo one conclusion: Objective-IP consistently takes less time than APRICODD-IP to achieve the same approximation error and up to one order of magnitude less time than APRICODD-IP (Delgado, Sanner, and de Barros 2011). This time reduction can be explained by the decreased number of calls to the multilinear solver.

### Approximate Multilinear Programming

Another approximate solution for Factored MDP-IPs we have proposed is the Approximate Multilinear Programming (AMP) (Delgado et al. 2011). We extend previous work (Guestrin et al. 2003) that obtain efficient approximate linear programming solutions for Factored MDPs. In this approximate solution we use the approximate value function denoted by $\hat{V}(\bar{x})$. Given $\bar{x} \in S$ and a set of basis functions $H = \{h_1, \ldots, h_k\}$, $V^*(\bar{x})$ is approximated using a linear combination:

$$\hat{V}(\bar{x}) = \sum_{j=1}^{k} w_j h_j(\bar{x}).$$

We can use this approximate value function and replace it in the multilinear formulation (Problem (4)) of an MDP-IP so as to obtain the factored multilinear programming problem:

$$\min_{\bar{w}, \bar{P}} \sum_{\bar{x}} \sum_{i=0}^{k} w_i h_i(\bar{x})$$

subject to:

$$\gamma \sum_{\bar{x} \in S} P(\bar{x} | \bar{x}, a) \sum_{i=0}^{k} w_i h_i(\bar{x}), \forall \bar{x} \in S, a \in A$$

$$P(\bar{x}|pa(X'_i), a) \in K_a(X'_i | pa(X'_i)),$$

$$P(\bar{x}|a, a) = \prod_i P(x'_i|pa(X'_i), a).$$

To solve this optimization problem, we exploit the Factored MDP-IP structure to reduce the number of constraints generated and to compactly encode the remaining constraints that empirically leads to an exponential reduction in the number of constraints for some problems.

In Figure 5 we compare the three approximate solution methods, APRICODD-IP and Objective-IP and AMP. For the AMP solution, we used simple basis functions (one for each variable in the problem description) and pairwise basis functions (one for each pair of variables that have a common child variable in the DCN). When it does finish within a limit of ten hours, AMP takes only a few seconds to produce an approximate solution for each problem (except for the FACTORY domain for which it did not return a solution). Comparing the algorithms in terms of their true approximation error, we observe that in the bi-ring-6 problem, AMP with pair basis functions outperforms APRICODD-IP and obtains a solution 2-3× larger than the error of Objective-IP, but in significantly less time. This experiment and the results obtained in other domains lead us to conclude that Objective-IP consistently gives an error at least 2-3× lower than AMP and sometimes runs as fast as the AMP solution, while in other cases running slower. However, the bottleneck of the AMP solution is to define appropriate basis functions (Guestrin et al. 2003).

### Concluding Remarks

In this work we made a short survey on our contribution for Markov Decision Processes with Imprecise Probabilities (MDP-IPs), a class of models that adds considerable flexibility and realism to probabilistic planning allowing the representation of imprecise transition probabilities. We first propose a compact Factored MDPIP model, which represents states throughout state variables and uses Dynamic Credal Networks to specify the imprecise transition probabilities, which can reveal the structure of an application domain and
allows for the construction of efficient solutions. The proposed solution, exact or approximate were of two types: based on dynamic programming and based on multilinear programming. The first extends the factored approaches for MDPs, SPUDD and APRICODD, plus a new way of approximation that avoids calling the optimization solver. The second extends the approximate linear programming solution for MDPs, to the Approximate Multilinear Programming for MDP-IPs, that can be very efficient when we have appropriate basis functions.

Another work we are currently developing is an asynchronous dynamic programming algorithm, named RTDP-IP for MDP-IPs. The main challenges of this solution are: (i) how to sample the next state in a trial? (ii) how to ensure convergence of an asynchronous dynamic programming solution, having a range of possible probabilities in the state transition matrix? Additionally, we are currently working on how to extract an MDP-IP transition function from data.
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Abstract

State-of-the-art Monte-Carlo tree search algorithms can be parametrized with any of the two information updating procedures: MC-backup and DP-backup. The dynamics of these two procedures is very different, and so far, their relative pros and cons have been poorly understood. Formally analyzing the dependency of MC- and DP-backups on various MDP parameters, we reveal numerous important issues that get hidden by the worst-case bounds on the algorithm performance, and reconfirm these findings by a systematic experimental test.

INTRODUCTION

Markov decision processes (MDPs) is a standard model for planning under uncertainty (Puterman 1994). An MDP \((S, A, \mathbb{P}, R)\) is defined by a set of states \(S\), a set of state transforming actions \(A\), a stochastic transition function \(\mathbb{P} : S \times A \times S \rightarrow [0, 1]\), and a reward function \(R : S \times A \times S \rightarrow \mathbb{R}\). The states are fully observable and, in the finite horizon setting considered here, the rewards are accumulated over some predefined number of steps \(H\). The objective of planning in MDPs is to sequentially choose actions so as to maximize the accumulated reward. The representation of large-scale MDPs can be either declarative or generative, but anyway concise, and allowing for simulated execution of all feasible action sequences, from any state of the MDP. In online MDP planning, the agent focuses on its current state \(s_0\) only, deliberates about the set of possible policies from that state onwards and, when interrupted, chooses what action to perform next. In formal analysis of algorithms for online MDP planning, the quality of the action \(a\) chosen for \(s_0\) with \(H\) steps-to-go, is assessed in terms of the induced “simple regret”, capturing the performance loss that results from taking \(a\) and then following an optimal policy \(\pi^*\) for the remaining \(H - 1\) steps, instead of following \(\pi^*\) from the beginning (Bubeck and Munos 2010).

Many popular algorithms for online MDP planning constitute what is called Monte-Carlo tree search (MCTS) (Sutton and Barto 1998; Péret and Garcia 2004; Kocsis and Szepesvári 2006; Coquelin and Munos 2007; Cazenave 2009; Rosin 2011; Tolpin and Shimony 2012; Keller and Helmert 2013; Feldman and Domshlak 2013; 2014b), and adaptations of some of these algorithms are also popular in other settings of sequential decision making, including those with partial state observability and adversarial effects (Gelly and Silver 2011; Sturtevant 2008; Bjarnason, Fern, and Tadepalli 2009; Eyerich, Keller, and Helmert 2010; Browne et al. 2012). At a high level, all MCTS algorithms explore the state-space region around \(s_0\) by iteratively (i) simulating an action/state trajectory from \(s_0\), and (ii) using the outcome of that trajectory to update various action-value estimates related to the state-space region of interest, as well as to update the estimate of what action should be best applied at state \(s_0\). In that respect, specific MCTS algorithms differ both in their trajectory rollout strategies, as well as in their rollout-based update strategies.

Recent work substantially advanced our understanding of how the performance of MCTS depends on the specifics of the rollout strategy, as well as on the choice of what pieces of information should be updated based on a given rollout (Kocsis and Szepesvári 2006; Coquelin and Munos 2007; Feldman and Domshlak 2012). Recently, however, Keller & Helmert (Keller and Helmert 2013) demonstrated empirically that the performance of MCTS also depends to a large extent on how the respective updates are being performed. Prior to the work of Keller & Helmert, updates in MCTS algorithms were all based on MC-backups, that is, sample averaging updates of the selected action-value estimates. Keller & Helmert showed that modifying a standard MCTS algorithm (such as UCT (Kocsis and Szepesvári 2006)), by replacing its MC-backups with dynamic programming estimates propagation \(a la \) Bellman backups in value iteration (Bellman 1957), can substantially affect the performance, and, at least in their experiments, typically in favor of DP-backups. Later on, Feldman & Domshlak (Feldman and Domshlak 2014b) showed that switching from MC-backups to such DP-backups preserves the order-of-magnitude convergence rates of MCTS instances that guarantee exponential rate performance improvement (such as BRUE (Feldman and Domshlak 2012)), and can even allow for proving somewhat better convergence bounds. Still, the relative pros and cons of MC- and DP-backups have not been systematically studied so far, and thus are still poorly understood.

This is precisely our contribution in this paper: Using...
BRUE and MaxBRUE, a pair of state-of-the-art MCTS algorithms that, ceteris paribus, use MC-backups and DP-backups, respectively, we study the dynamics of MC- and DP-backups both formally and empirically. Starting with establishing a pair of comparable worst-case bounds on the convergence rates of these two algorithms, we use the analysis behind these bounds to examine specific dependencies of the two algorithms on various MDP parameters, namely the state and action branching factors, the shape of the reward function, and the entropy of the transition function. To our knowledge, our analysis is first of its kind, and it reveals numerous important issues that get hidden by the worst-case bounds due to certain deficiencies in the formal worst-case analysis of MC-backups. In particular, it suggests that MC-backups are less sensitive than DP-backups to the state branching factor, especially when the transition function concentrates on a small number of outcomes, as it is typically the case in practical applications. The various aspects of the analysis are then put on a systematic experimental test, which reconfirms its key findings.

**BACKGROUND**

In what follows, we adopt the notation and pseudo-code convention from (Feldman and Domshlak 2014b). In particular, when considering an MDP $\langle S, A, P, R \rangle$, its state and action branching factors are respectively denoted by $K = \max_{s \in S} |A(s)|$ and $B = \max_{s,a} \{ |s'| | P(s'|s,a) > 0 \}$. $s(h)$ denotes state $s \in S$ with $h$ steps-to-go, and $A(s) \subseteq A$ denotes the actions applicable in state $s$. Some auxiliary notation: The operation of drawing a sample from a distribution $D$ over set $H$ is denoted by $\sim D[H]$, $\mathcal{U}$ denotes uniform distribution, and $[n]$ for $n \in \mathbb{N}$ denotes the set $\{1, \ldots, n\}$. For a sequence of tuples $\rho$, $\rho[i]$ denotes the $i$-th tuple along $\rho$, and $\rho[i].x$ denotes the value of the field $x$ in that tuple.

MCTS, a canonical scheme underlying various MCTS algorithms for online MDP planning, is depicted in Figure 1. MCTS explores the state space in the radius of $H$ steps from the initial state $s_0$ by iteratively issuing simulated rollouts from $s_0$. Each such rollout $\rho$ comprises a sequence of simulated steps $(s, a, r, s')$, where $s$ is a state, $a$ is an action applicable in $s$, $r$ is an immediate reward collected from issuing the action $a$, and $s'$ is the resulting state. Once generated, the rollout is used to update some variables of interest, typically including at least the action value estimators $\bar{Q}(s(h), a)$ and the counters $n(s(h), a)$ that record the number of times the corresponding estimators $\bar{Q}(s(h), a)$ have been updated. Once interrupted, MCTS uses the information collected throughout the exploration to recommend an action to perform at state $s_0$.

Instances of MCTS vary mostly along their rollout-action policies, prescribing the action to apply in the current state of the rollout; and their update strategies, specifying (i) which of the maintained variables should be updated based on the rollout, as well as (ii) how those variables should be updated. The “how” aspect of the MCTS update procedures is of our focus here. By decoupling between the decisions of what to update and how to update, the emphasized text in Figures 1b and 1c shows the respective subroutines for MC-backup and DP-backup, the two alternatives for “how to update” that are in use these days by various MCTS algorithms.

- **MC-backups** are based on the principle of averaging random variable samples: Given a new value sample $\bar{r}$ for an action $a$ at $s(h)$, $\bar{r}$ updates the running sample average $\bar{Q}(s(h), a)$, either knowing or just assuming that this way $\bar{Q}(s(h), a)$ will eventually converge to the true $Q$-value of $a$ at $s(h)$.

- **DP-backups** implement dynamic programming style estimates propagation, resembling Bellman backups in value iteration. With DP-backups, action value estimates $\bar{Q}(s(h), a)$ are updated by the weighted sum of the value estimates of the empirically best actions at the outcomes of $a$ (discovered so far), with the weights being induced by the gradually learned parameters of the MDP’s stochastic transition function.

Earlier MCTS algorithms, such as flat MC, $\varepsilon$-greedy, UCT, and their numerous variations (Browne et al. 2012), all reflected rather directly the algorithms for reinforcement learning-while-acting in multi-armed bandit problems (MAB) (Robbins 1952): Given a rollout $\rho$, update (the selected) action value estimates “by $\rho^\prime$, that is, by the actual rewards obtained along the rollout. Recent works on MCTS algorithms for online MDP planning examined the important differences between the (single state) MABs and (multi-state) general MDPs, leading to what was baptized as the principle of separation of concerns (Feldman and Domshlak 2012): Instead of updating “by $\rho^\prime$, update (the selected) action value estimates “along the trajectory of $\rho^\prime”$ by some information that goes beyond, and possibly even has nothing to do with, the specific rewards achieved by $\rho$. In particular, one can use one of the following.

1. **MC-updates** along additional rollouts, issued from the states along $\rho$ according to a special, update-oriented, “estimation” policy. Such an UPDATE procedure in particular gives rise to the BRUE algorithm (Feldman and Domshlak 2012), and it is depicted in Figure 1b, together with a general template for its ESTIMATE policy.

2. **DP-updates** along the trajectory of $\rho$, as depicted in Figure 1c. This procedure in particular gives rise to the MaxUCT (Keller and Helmbert 2013) and MaxBRUE (Feldman and Domshlak 2014b) algorithms.

**WORST-CASE GUARANTEES VS. REALISTIC EXPECTATIONS**

Our comparison between MC-backups and DP-backups in MCTS is carried through two particular MCTS algorithms, BRUE (Feldman and Domshlak 2012) and MaxBRUE (Feldman and Domshlak 2014b), which guarantee exponential-rate reduction of simple regret. The only difference between BRUE and MaxBRUE is that the former employs MC-backups while the latter employs DP-backups. Hence, for ease of presentation, in what follows we refer to these two algorithms as MC and DP, respectively. Both MC and DP use uniform sampling for ROLLOUT-ACTION, and
MCTS: \[\text{input: } (S, A, \text{Tr}, R); s_0 \in S\]
while time permits do
\[\rho \leftarrow \text{ROLLOUT}\]
UPDATE(\(\rho\))
return \(\text{arg max}_a \tilde{Q}(s_0(H), a)\)

procedure ROLLOUT\(\rho \leftarrow ()\); \(s \leftarrow s_0\); \(d \leftarrow 0\)
while not STOP-ROLLOUT(\(\rho\)) do
\(a \leftarrow \text{ROLLOUT-ACTION}(s(H - d))\)
\(s' \leftarrow \text{ROLLOUT-OUTCOME}(s(H - d), a)\)
\(\rho [d] \leftarrow (s, a, r, s')\)
\(s \leftarrow s'; d \leftarrow d + 1\)
return \(\rho\)

procedure ESTIMATE(s(\(h\)))\(\hat{\rho} \leftarrow 0\)
for \(d \leftarrow 0, \ldots, h - 1\) do
\(a \leftarrow \text{EST-ACTION}(s(h - d))\)
\(s' \leftarrow \text{EST-OUTCOME}(s(h - d), a)\)
\(\hat{r}_{d+1} \leftarrow R(s, a, s')\)
\(\hat{r} \leftarrow \hat{r} + \hat{r}_{d+1}\)
\(s \leftarrow s'\)
return \(\hat{r}\)

procedure MC-BACKUP(s(\(h\)), a, \(\hat{r}\))\(Q(s(h), a) \leftarrow \frac{n(s(h), a)}{n(s(h), a) + 1} \tilde{Q}(s(h), a) + \frac{1}{n(s(h), a)} \hat{r}\)

(b) MC

Figure 1: (a) Monte-Carlo tree search general scheme, with “separation of concerns” versions of (b) MC-backup and (c) DP-backup updates

both use the same ROLLOUT-OUTCOME that samples the provided generative model of the action’s transition function. With UPDATE as in Figure 1c, that basically concludes the definition of DP. The UPDATE procedure of MC in Figure 1b, and in particular, its ESTIMATE subroutine, need one more choice to be made.

In analogy to DP-backup that propagates the value of the empirically best actions, MC in ESTIMATE makes the estimation rollouts along the empirically best actions (selected by EST-ACTION). Thus, in particular, no implementation choices are left open here. In contrast, for outcome selection along the estimation rollouts, two options are plausible, and both are viable in terms of consistency and performance guarantees. One option is to use the generative model of the action’s transition function, same as in ROLLOUT-OUTCOME, while another option is to estimate the transition probabilities, similarly to DP, and draw samples from that empirical distribution.

The advantage of the second scheme is that the number of “oracle calls” to the generative model is similar to that of DP. In contrast, the first scheme performs a factor of \(H^2\) more calls to the generative model. In applications where such oracle calls are expensive, due to, e.g., a need to simulate a complex physical model, this can be an important argument for using the second scheme. However, the advantage of the first scheme is that it is not affected by the errors in the estimation of the transition probabilities. In what follows, whenever we need to distinguish between the two options, we will use MC\(_{\text{M}}\) to refer to MC with EST-OUTCOME using the generative model, and MC\(_{\text{P}}\) to refer to MC with EST-OUTCOME using the estimated transition probabilities.

As we already mentioned, both DP and MC have been recently proven to reduce simple regret at exponential rate. However, the corresponding statements of the formal bounds in (Feldman and Domshlak 2012) and (Feldman and Domshlak 2014b) are somewhat involved, and this complicates the comparative analysis and discussion of DP and MC that we want to make here. Propositions 1 and 2 below provide much more accessible formal bounds on the performance of DP and MC, simplified by assuming \(B, K \gg 0\), which allows keeping track only of the highest order factors of \(B\) and \(K\), and replacing uniform ROLLOUT-ACTION with round-robin, which is equivalent in expectation but allows for simplifying the bounds further. We note that, while the bound for DP in Proposition 1 is qualitatively similar to this in (Feldman and Domshlak 2014b), the bound for MC in Proposition 2 actually improves over the result in (Feldman and Domshlak 2012). The proofs are delegated to a technical report (Feldman and Domshlak 2014a).

**Proposition 1** Let \(\pi^B(s_0(H))\) be the action recommendation of DP after applying \(n\) iterations. Then,
\[
\mathbb{P}\{Q(s_0(H), \pi^*(s_0(H))) - Q(s_0(H), \pi^B(s_0(H))) \geq \delta\} \leq K(BK)^{-1}e^{-\frac{\delta^2}{2(BK)^2}}
\]

**Proposition 2** Let \(\pi^B(s_0(H))\) be the action recommendation of MC after applying \(n\) iterations. Then,
\[
\mathbb{P}\{Q(s_0(H), \pi^*(s_0(H))) - Q(s_0(H), \pi^B(s_0(H))) \geq \delta\} \leq \left(\frac{8BK}{\delta^2}\right)^{H-1}(9BK)^{\frac{1}{2}(H-1)^2}(H-1)!^2e^{-\frac{\delta^2}{2(BK)^2}}
\]
Roughly speaking, the exponents in the bounds in Propositions 1 and 2 capture the reduction rate of the simple regret, while the multiplicative factors capture the length of the “cooling periods” after which the respective bounds become meaningful. In that respect, the convergence rates of DP and MC appear to be comparable, while the “cooling period” of MC appears to be much longer than that of DP. The latter suggests, even if only informally, that the empirical performance of DP should be expected to be more attractive than the empirical performance of MC. However, a deeper inspection of MC and DP below suggests a different perspective on the relative attractiveness of these two algorithms, and more generally, on the relative attractiveness of MC-backups and DP-backups in MCTS.

First, in (Feldman and Domshlak 2012) it was shown that the formal guarantees of MC can be improved by biasing the action value estimators only on a fraction $\alpha$ of the most recent samples. This enhancement was referred to in (Feldman and Domshlak 2012) as “learning by forgetting”. For some specific values of $\alpha$ convenient for our discussion here, the bound for MC from Proposition 1 translates to a bound for the “learning by forgetting” $MC(\alpha)$ as in Proposition 3 below.

**Proposition 3** Let $\pi_t^N(s_0(H))$ be the action recommendation of $MC(\alpha)$ after applying $n$ iterations with a steps-to-go-dependent averaging fraction $\alpha_h = \frac{1}{(9BK)^{n-1}(h-1)^2}$. Then,

$$P \left\{ Q(s_0(H), \pi(s_0(H))) - Q(s_0(H), \pi^N(s_0(H))) \geq \delta \right\} \leq \left(1 + \frac{4}{\delta^2}\right) KB^{H-1} e^{-\frac{h^2}{4K(9BK)^{n-1}(h-1)^2}}.$$

Comparing now the bounds for DP and $MC(\alpha)$, it seems that the deficiency of the latter in terms of the worst-case cooling period not only vanishes with sufficiently small values of $\alpha$, but the dependence of the respective multiplicative factor on $K$ becomes much better than that of DP. Moreover, this improvement seems to come at no cost in terms of convergence rate, expressed by the exponent. However, as we explain below, it appears that this significant improvement of the bound in Proposition 3 should be attributed mostly to the looseness of the bound for the standard setup of MC, and much less to the actual improvement of the performance measures. Indeed, adopting “learning by forgetting” leads to only minor empirical improvement, if at all.\(^{1}\)

In general, two things should be noted with regards to the above formal bounds at this point. First, by definition, formal bounds capture the worst-case settings of the MDP parameters, that is, uniform transition probability functions, tree-structured state space, etc. As such, the bounds tend to blur certain advantages of one algorithm over another in solving MDPs with some specific (and possibly expected in practice) characteristics. Second, due to conceptual differences between the dynamics of MC- and DP-backups, derivation of the bounds in Propositions 1 and 2 is based on two very different types of analysis. Hence, unlike what often happens for conceptually close techniques (Bubeck, Munos, and Stoltz 2011; Feldman and Domshlak 2012), the value of formal bounds as indicators for the relative attractiveness of MC and DP is questionable. Having these two reservations in mind, in what follows we provide a more conceptual (aka less mathematically specific) comparative analysis of MC and DP by exploring several key features of MDP models, and reasoning about the (possibly different) effects of each of these features on the performance of the two algorithms.

**Branching factors $B$ and $K$ (The size of the problem)**

In both Proposition 1 and Proposition 2, the basis of the analysis that gives rise to the formal guarantees is the fact that identifying the optimal action $a^*$ at the root node $s_0(H)$ requires that

1. the value of $a^*$ at $s_0(H)$ is not too underestimated, and

2. the values of all the other, sub-optimal actions at $s_0(H)$ are not too overestimated.

Both MC and DP ensure that these accuracy requirements are met, yet they differ in the way that these requirements recursively translate into requirements from the descendants of $s_0(H)$.

In DP, to ensure that a sub-optimal action $a$ is not too overestimated, all the applicable actions in all of the outcome states of $a$ must not be too overestimated. Thus, the accuracy of estimating a sub-optimal action $a$ in DP translates to accuracy requirements being posed to all the possible $BK$ immediate action successors of $a$. In contrast, in MC, the likelihood that a sub-optimal action $a$ will be too overestimated is negligible, and this is because the expected value of the samples that induce the estimate of $a$ is upper-bounded by the true value of $a$, regardless of the estimates of the action successors of $a$. Thus, the accuracy of estimating a sub-optimal action $a$ in MC translates to no accuracy requirements from the successors of $a$. In sum, in terms of “not overestimating sub-optimal actions”, MC-backups seem to be clearly preferred to DP-backups.

Examining now the requirement of not underestimating the optimal action $a^*$ too much, meeting this requirement in DP requires that the optimal actions at all of the outcome states of $a^*$ are not too underestimated. Indeed, if the latter holds, then the maximal action values propagated to $a^*$ from its outcome states are also not too underestimating. Thus, the requirement of “not too underestimating the optimal action” $a^*$ at $s_0(H)$ translates in DP into $B$ similar requirements being posed to all of the state successors of $s_0(H)$ via $a^*$.

When it comes to MC, the picture is somewhat more complicated. Not underestimating the optimal action $a^*$ too much requires that, in expectation, each of the samples inducing the estimate $\hat{Q}(s_0(H), a^*)$ does not underestimate too much the true value of $a^*$. This implies that all of the outcome states of $a^*$ should “identify” their optimal actions, which in turn translates into accuracy requirements posed to all (both optimal and sub-optimal) actions applicable at

\(^1\)This was observed both in our experiments for this work, as well as in (Feldman and Domshlak 2012).
these outcome states of \( a^* \). As we just mentioned, the accuracy requirements from sub-optimal actions in MC are negligible, and thus the effective burden is only with the accuracy requirements from the optimal actions at the outcome states.

In sum, the requirement of not underestimating the optimal action translates to accuracy requirements from the optimal actions at the outcome states, at different stages of planning. In the lack of more effective proof methods, the accuracy of each estimation sample in the proof of Proposition 2 is considered in isolation, and this is precisely the point where the difference between the bound and the actual performance may inflate. Indeed, the accuracy of an action estimate correlates with the accuracy of the same action estimate at subsequent points in time, yet this correlation is not factored into the bounds.

Importantly, the analysis of MC(\( \alpha \)) in that respect is not any different: partial averaging does not offer a way to factor this correlation, but only reduces the bound by imposing accuracy requirements on fewer samples. Clearly, as the number of iterations increases, the correlation increases as well. The question, however, is when can we expect to have higher correlation at earlier stages. For instance, when the probability mass of the transition function concentrates on a small number of outcomes, the effective action branching becomes smaller than the nominal action branching \( B \). In such cases, one should expect to have more samples based on overlapping rollouts, and thus to have a higher correlation. In any case, when the correlation is high, MC becomes equivalent to DP in terms of the accuracy requirement on the optimal action.

In summary, the dependency of DP on \( B \) and \( K \) is of order \( (BK)^H \), whereas, depending on the correlation, the dependency of MC on \( B \) and \( K \) can be of order as small as \( B^H \). Therefore, MC can be expected to be less sensitive than DP to \( K \), especially when the effective action branching is relatively low, and thus the correlation is relatively high.

The shape of the reward function

If right from the first steps, the immediate rewards of the optimal actions appear more attractive than those of the suboptimal actions, then identifying the optimal action \( a^* \) at \( s_0(H) \) is somewhat a simpler problem. The more challenging cases in that respect are when the discriminative rewards are pushed down the search tree, similarly to what happens in goal-driven MDPs. In such cases, identifying the optimal action \( a^* \) at \( s_0(H) \) requires properly identifying optimal actions far from the root, where samples are much sparser. Relating this point to the previous discussion on the size of the problem, it can be expected that the advantage of MC in the more challenging cases becomes more dependent on the effective action branching being relatively low.

The entropy of the transition function

For all the bounds, the factor \( \frac{1}{2^H} \) in the exponent results from the worst-case transition probability function, which, for each action, induces a uniform distribution over its outcomes. Clearly, as the entropy of the transition functions decreases, the better the bounds and performance of both DP and MC would be. However, here as well, some differences are expected depending on the update scheme. Since DP and MC, use in their UPDATE the estimated transition function, their value estimations would be skewed towards the value of the more probable outcomes. Although this skew decreases with the number of samples, this decrease is slower at the deeper nodes since they are sampled less frequently. MC, on the other hand, is free from this type of inaccuracy and therefore has certain advantage in that respect.

EXPERIMENTAL STUDY

In what follows, we put the qualitative comparison above into an empirical test. In previous work, the empirical effectiveness of online MDP planning algorithms was typically examined on a set of specific MDP problems, such as, e.g., the benchmark suites of planning competitions (IPPC). These benchmarks, however, are problematic to use if one wants to examine the marginal impact of various parameters of the MDPs on the effectiveness of the algorithms, because these parameters simply cannot be controlled. In fact, almost all of these benchmarks are too large to compute the actual value of different actions at a state, and without that, assessing simple regret of different algorithms is impossible. Taking that on board, we devised a parametric MDP model from which one can select MDP instances with (i) arbitrary set of action values at the initial state, and (ii) arbitrary setting of the parameters discussed in the previous section. This allows us to experiment with large MDPs, for which otherwise it would be impossible (in reasonable time and computational resources) to compute the value function, and based on it, assess simple regret of different algorithms.

For ease of presentation, in what follows we refer to nodes \( s(h) \) simply by \( s \); the steps-to-go component of the nodes remains clear from the text. In our base MDP setup, the horizon is set to \( H = 10 \), there are exactly \( K = 20 \) actions applicable at every node, and each node/action pair induces exactly \( B \) equiprobable outcome nodes, exclusive to that node/action pair, i.e., the induced state-space is tree-structured, and the transition probability functions are all uniform. For a node \( s \), an applicable action \( a \), and a possible outcome \( s' \), the immediate reward is set to \( R(s,a,s') = \frac{Q(s,a)}{h} \), and the value of the outcome node receives the remainder \( V(s') = Q(s,a) - R(s,a,s') \). At any node \( s \), there is exactly one optimal action, the value of which equals the value \( V(s) \) of the node, whereas all other actions have identical values of \( \epsilon V(s) \), for some \( \epsilon \in (0,1) \). The choice of \( \epsilon \) plays an important role here. If, for instance, \( \epsilon \) is set equally for all nodes, then basing the value updates in both MC and DP on random (and not empirically best) action successors will surface the optimal action at \( s_0 \), and this because all the actions will be underestimated by a similar magnitude. Therefore, in our setup, for all nodes reachable by the optimal policy from \( s_0 \), we set \( \epsilon = 0.6 \), while for all nodes off the optimal policy, we set \( \epsilon = 0.8 \). The only node that is not properly covered by this categorization is the actual initial node \( s_0 \), and there we also set \( \epsilon = 0.8 \). In this setup, the estimates induced by random updates would not preserve the right order of the action values, imposing a harder challenge
on the algorithms.

The emphasized regret plot in the top-center of Figure 2 depicts the simple regret obtained by the three examined algorithms, DP, MCP, and MCM, on the base setup as above, as a function of the number of iterations. While MC here appear slightly better at the start, DP quickly catches up and gradually outperforms MC. However, the picture changes when the base setup is modified in several different ways. First, when scaling up the problem by increasing $K$ to 200 (bottom-left), or by increasing $B$ to 200 (bottom-right), or both (bottom-center), MC performs much better than DP at all times, with MCM being the clear dominator. Second, the top-left and top-right plots in Figure 2 depict the results for two setups that deviate from the base setup in that aspect as follows. (Both these setups are more challenging than the base, and thus the x-axis in Figure 3 goes up to $10^5$ iterations, and not to $10^4$ iterations like in Figure 2.) In “first equal” (top-center),

Figure 2: Experimental results on the base setup with $K = 20$, $B = 20$, and all action outcomes being equiprobable (top-center), as well as on the variants with (x) $K = 200$, (△) $B = 200$, (□) $K = 200$ and $B = 200$, (←) “good likely” transition functions, and (→) “bad likely” transition functions.

In both “good likely” and “bad likely” variants, the reduction in the entropy of the transition function basically reduces the effective state branching of the actions, and thus the correlation between the successive samples in MC is expected to grow, getting more in line with the optimistic assumption on MC’s dependence on $B$ and $K$. The results depicted in Figure 2 support this expectation. Moving from the base setup, the performance of MC improves in both “good likely” and “bad likely” setups, and in fact, in both setups, MC outperforms DP. Likewise, importantly, while in “good likely” there is effectively no difference between $MCM$ and MCP, in “bad likely”, $MCM$ is performing much better than MCP, with the latter meeting the very poor performance of DP. Basically, the “bad likely” setup demonstrates how dramatic can be the implications of establishing value estimation on the estimated transition probabilities. Here, the underestimation of the values by DP and MCP results in their very poor performance. To recap Figure 2, it appears that MC outperforms DP except for on MDPs of relatively small size, and MCM being justifiably more robust than MCP.

Another important aspect that we examined in our experiments pertains to the dependence of the algorithm performance on the shape of the rewards as a function of the node depth. In the base setup, at any node, the actions are rewarded proportionally to their actual value, and thus, in particular, optimal actions have higher immediate rewards than the sub-optimal actions.

Figure 3 shows the results for two setups that deviate from the base setup in that aspect as follows. (Both these setups are more challenging than the base, and thus the x-axis in Figure 3 goes up to $10^5$ iterations, and not to $10^4$ iterations like in Figure 2.) In “first equal” (top-center),
the immediate rewards differ from the base setup only at the root, where, instead of rewarding the optimal action higher than the sub-optimal actions, all the actions have the same reward of 0.5, independently of the outcome. The results for the “good likely” and “bad likely” variants of “first equal” are depicted in top-left and top-right corners of Figure 3. In the even more challenging setup “first few equal” (bottom-center), the immediate rewards are set to the minimum between 0.5 and the action-outcome value, that is $R(s, a, s') = \min\{0.5, Q(s, a)\}$; in the “good likely” (bottom-left) and “bad likely” (bottom-right) variants, the appropriate factor is added to $Q(s, a)$.

Comparing the results for the variants of the base setup in Figure 2 with the results for “first equal” and “first few equal” in Figure 3, the qualitative relative performance of DP, MCP, and MC remains the same, with the absolute performance of all algorithm decreasing, as expected, from the base setup to “first equal”, and from “first equal” to “first few equal”. It should also be noted that here, in contrast to the base setup, the advantage of DP over MC under equiprobable action outcomes was observed also when $K$ and $B$ were higher than 20. This goes in line with the dependence of MC’s performance on the correlation between the successive samples, because pushing the discriminative rewards down the tree delays the correlation. Finally, we also experimented with various graph-structured (in contrast to tree-structured) variants of our MDP model. As expected, the performance of all three algorithms improved with the degree of the multi-connectedness of the nodes, but the improvements were of the same magnitude for all three algorithms. In sum, based on our experiments and in line with our previous analysis, DP appear more effective than MC as long as the size of the problem is sufficiently small, but otherwise, MC outperforms DP even under most challenging conditions, especially if the probability mass of the transition functions concentrates on very few outcomes.
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Abstract
This paper defines a new decision-making challenge for multi-agent systems, the “Single Agent in a Team Decision” (SATD) problem. SATD differs from prior multi-agent communication problems in the assumptions it makes about teammates’ knowledge of each other’s plans and their possible observations. The SATD assumptions are more appropriate for the decision-making settings of multi-agent groups comprising people and computer agents, for which obtaining people’s complete plans or anticipating all possible events is infeasible. The paper proposes a novel integrated logical-decision-theoretic approach to solving SATD problems, called MDP-PRT. Evaluation of MDP-PRT shows that it outperforms a previously proposed communication mechanism that did not consider the timing of communication and compares favorably with a coordinated Dec-POMDP solution that can exploit its full knowledge of all possible observations.

Introduction
This paper defines a new decision-making challenge for multi-agent systems, the “Single Agent in a Team Decision” (SATD) problem, which may be described informally as follows: An individual collaborating in a multi-agent team obtains new information, unanticipated at planning time. This (single) agent has incomplete knowledge of others’ plans. It must decide whether to communicate this new information to its teammates, and if so, to whom, and at what time. SATD differs from previously studied multi-agent communications decisions problems (Pynadath and Tambe 2002; Xuan, Lesser, and Zilberstein 2001; Roth, Simmons, and Veloso 2005, inter alia) in that it does not assume complete knowledge of other agents’ plans or policies nor that all observations are knowable in advance. It assumes instead that agents have some knowledge of each other’s intentions and plans which can be used to reason about information sharing decisions.

SATD arises from the ways in which effective teamwork decomposes complex activities into constituent tasks and delegates responsibility for those tasks to team members with appropriate expertise and capabilities. Human teammates typically make only general plans and allocate tasks at a high level of abstraction. They do not necessarily know each other’s plans nor consider together all contingencies of all possible plans for doing those tasks. Their cognitive load is lowered significantly as a result. To make appropriate decisions about sharing information, they must reason with only uncertain knowledge of their teammates’ plans. Agents participating in mixed networks comprising people and computer agents or supporting people in team settings also must be capable of such reasoning. The SATD problem can also arise in purely computer-agent teamwork settings. For example, in ad hoc teamwork (Stone et al. 2010), an agent joining an existing team only after planning time lacks significant information about other agents’ plans, but might still need to reason about which observations to share with teammates.

We are investigating SATD in the context of developing computer agents to support care teams for children with complex conditions (Amir et al. 2013). Agents able to support health-care teams by identifying the information to share, with whom and when have the potential to substantially improve health outcomes. Care teams for children with complex conditions typically involve many caregivers — a primary care provider, specialists, therapists, and non-medical care givers. The care team defines a high-level care plan that describes the main care goals, but there is no centralized planning mechanism that generates a complete plan for the team or that can ensure coordination. Caregivers are unaware of their collaborators’ complete plans, yet their individual plans often interact. Communicating relevant information among team members is crucial for care to be coordinated and effective, but doing so is costly and often insufficient in practice.

To address SATD, the paper proposes a novel, integrated Belief-Desire-Intention (BDI) and decision-theoretic (DT) representation that builds on the strengths of each approach. In particular, our approach integrates the Probabilistic Recipe Trees (PRT) representation of an agent’s beliefs about another agent’s plans (Kamar, Gal, and Grosz 2009) with a Markov Decision Process (MDP) to support a collaborating group in their execution of a plan. We call this integrated representation MDP-PRT.

We evaluated an agent using MDP-PRT to solve the SATD problem in an abstract setting using the ColoredTrails framework (Gal et al. 2010). Results show that it outperforms the inform algorithm proposed by Kamar et al. (2009).
In addition, we compared the MDP-PRT agent’s performance with that of Dec-POMDP policy that was informed about all possible observations. The MDP-PRT agent obtains results close to those obtained by this Dec-POMDP policy despite lacking such complete knowledge and thus a coordinated policy that was derived using full information about all possible observations.

The paper makes three contributions. First, it formally defines the SATD communication problem and contrasts it with previously studied communication problems in multi-agent settings. Second, it proposes a new representation (MDP-PRT) that enables agents to reason about and solve the SATD communication problem. Third, it demonstrates the usefulness of this representation and analyzes the effect of agents’ uncertainties and of communication cost on the performance of a team.

**Problem Definition**

In this section, we formally define the SATD problem. SATD arises in the context of a group activity of a team of agents. We assume the group’s plan meets the SharedPlans specification for collaborative action (Grosz and Kraus 1996). Two particular properties of SharedPlans are important: plans— which decompose into constituent tasks— may be only partially specified and agents may not know the details of constituent tasks for which they are not responsible. An instance of the SATD problem is represented by a tuple $\langle a_i, o^*, A_{-i}, b_{SP}, V, \varphi_{comm}, C \rangle$:

- $a_i$: the agent that observes new information.
- $o^*$: the new information $a_i$ obtains.
- $A_{-i}$: the other agents that are part of the team.
- $b_{SP}$: $a_i$’s beliefs about the SharedPlan of the team. $a_i$ knows its own plans but he is uncertain about others’ plans.
- $V$: the utility function; its value is the utility of completed constituent tasks.
- $\varphi_{comm}$: a function that produces a modified $b_{SP}'$ under the assumption that the agents in $A_{-i}$ (or a subset of them) are informed about $o^*$.
- $C$: the cost of communicating $o^*$.

SATD is the problem of $a_i$ determining whether to communicate $o^*$ to agents in $A_{-i}$ and if so, at what time. It has two components: determining which agents are candidates for receiving the information and deciding whether, and when, to send information to (some or all) candidates. This paper focuses on the constituent problem of deciding whether and when to send information.

**Related Work**

In this section we discuss prior work on communication in multi-agent systems from BDI and decision theory literature and distinguish SATD problem from previously studied communication problems. Theories of teamwork and collaboration (Grosz and Kraus 1996; Cohen and Levesque 1990; Sonenberg et al. 1992) emphasize the key role of communication in teamwork. BDI approaches to multi-agent planning often base their communication mechanisms on these theories. For example, the joint intentions model (Cohen and Levesque 1990) defines conditions for communications, such as communicating to establish joint intentions, communicating the achievement of a goal, and communicating when learning that a goal cannot be achieved. These ideas were used in the STEAM multi-agent framework (Tambe 1997). In this framework agents use a decision tree to determine whether to communicate information about operation termination by considering their belief about the joint intentions of the team and weighing the (domain specified) costs and risks of not communicating. Other works have developed teamwork programming languages that include explicit rule-based communication mechanisms (Weerasooriya, Rao, and Ramamoohanarao 1995; Pokahr, Braubach, and Lamersdorf 2005). These approaches do not reason about probabilities and utilities, and therefore it is hard to quantify and evaluate their performance (Pynadath and Tambe 2002).

Prior work on decision theoretic approaches to multi-agent communication can generally be classified into two types: approaches that reason about communication during planning, and approaches that reason about communication during execution. The DEC-POMDP-COM model (Goldman and Zilberstein 2003) and the COM-MTDP model (Pynadath and Tambe 2002) provide a theoretical model for reasoning about communication during planning and include communication actions in the agents’ policies. Spaan et al. (Spaan, Gordon, and Vlassis 2006) developed a model in which the information to be communicated is included in the actions vectors of agents, and is then incorporated into the observation vectors received by agents at the next time step. Such offline approaches assume that all possible observations that agents may receive are known during planning and that there is a centralized planning process that generates the policies. In contrast, SATD models situations in which there is no centralized planning and not all observations are known in advance.

Other approaches reason about communication during execution time (Xuan, Lesser, and Zilberstein 2001; Oliehoek, Spaan, and Vlassis 2007; Emery-Montemerlo et al. 2005). Such approaches aim to identify situations in which communication would improve the group’s performance, based on observations obtained by agents. This approach reduces computational complexity since agents do not need to consider in advance what to communicate for each possible scenario, but rather only reason about communication given their actual observations. For example, Roth et al. (Roth, Simmons, and Veloso 2005) reason about communication by growing a tree of the possible joint beliefs of the team. This work has been extended to consider not only when to communicate, but also what subset of observations to communicate to other team members (Roth, Simmons, and Veloso 2006). These approaches assume a known joint policy, such that agents can determine what action each agent in the team would take following communication. Wu et al. (Wu, Zilberstein, and Chen 2011) propose an algorithm for online planning and communication that merges observation histories based on their similarity in terms of cho-
sen actions. They then use these merged histories to reason about history incompatibility, which determines communication. This model does not include communication cost, but instead tries to maximize utility while minimizing the amount of communication. In SATD, reasoning about communication is also done during execution. However, SATD differs from the above works in that it does not assume knowledge about the possible observations that may occur, nor a coordinated policy generated by a centralized process. Instead, SATD assumes that agents know the intentions of other agents and can therefore reason about how their plans will be affected without having complete knowledge of their policy.

There are few prior works that have combined BDI concepts with decision theoretic approaches to reason about communication. Inspired by BDI teamwork, Kwak et al. (Kwak et al. 2011) define trigger points in which communication should be considered in the context of a DEC-POMDP model. These trigger points occur when there is an ambiguity in the mapping from a joint policy of an agent to its action. When such ambiguities arise, agents reason about the possible gains from communication, where an agent can communicate either by asking for information or by telling other agents about their observations. This model still requires knowledge of all possible observations that might be obtained during execution. Kamar et al. (Kamar, Gal, and Grosz 2009) developed the PRT representation of collaborative activities which we discuss in the approach section. Interactive POMDPs (Gyntasiewicz and Doshi 2005) also integrate beliefs about other agents in an MDP framework. In I-POMDPs, beliefs are over agent “types”; types are distinguished by an agent’s optimality criteria and other canonical POMDP components. In contrast, in MDP-PRT the beliefs are over collaborating agents’ plans and are compactly represented in PRTs.

Approach

This section proposes a solution to the 2-agent SATD problem \(\langle a_1, a_2, b_{SP}, V, o^*, \varphi_{comm}, C\rangle\), in which an agent \(a_1\) learns new information \(o^*\) and needs to reason about whether and when to communicate \(o^*\) to \(a_2\). We discuss extensions to settings with more agents in the Discussion section. To solve the 2-agent SATD communication problem, we use an MDP in which the states explicitly represent \(a_1\)’s beliefs about \(a_2\)’s plans. The choice of representation for the agent’s beliefs \(b_{SP}\) is key, as it affects the way \(b_{SP}\) can be revised and therefore the computational efficiency of solving the MDP. Our approach uses a PRT to represent \(b_{SP}\). Henceforth we refer to the integrated MDP-PRT representation as “MDP-PRT”.

The PRT representation extends the SharedPlans (Grosz and Kraus 1996) formalization by introducing decision-theoretic notions of uncertainty and utilities to the hierarchical plan representation for recipes. Formally, a PRT for a complex action defines a probability distribution over the possible recipes (plans) for accomplishing that action. The recipes are represented in an AND/OR tree. AND nodes represent complex actions that need to be carried out. Probabilities over OR branches represent the agent’s belief about its partners’ possible alternatives for carrying out these complex actions. We chose PRTs because they are a compact representation and their decomposable structure allows reasoning about non-dependent activities separately.

The MDP-PRT \(\langle A, S, s_0, R, Tr\rangle\) is defined by the following:

- \(A\): the set of actions
- \(S\): the set of states
- \(s_0\): the initial state
- \(R\): the reward function
- \(Tr\): the transition function

\(A\) includes two actions: \(inform\) (communicating \(o^*\)) and \(\neg inform\) (not communicating \(o^*\)). Each state in \(S\) encompasses \(a_1\)’s beliefs about \(a_2\)’s plans (i.e., the PRT corresponding to \(b_{SP}\)).\(^1\) We denote a state by \(b_{SP}\). The initial state \(b_{SP0}\) corresponds to \(a_1\)’s initial beliefs about the SharedPlan. The reward function is a function of \(V\) and \(C\): the reward for a state \(b_{SP}\) is the value of the constituent tasks completed in the last time step minus the cost of communication if \(a_1\) chose to inform \(a_2\). The transition function, \(Tr(b_{SP'}, a, b_{SP})\), defines the probability of reaching state \(b_{SP'}\), when taking action \(a\) in state \(b_{SP}\). \(a_1\)’s belief may change for two different reasons. First, if \(a_1\) communicates \(o^*\) to \(a_2\), then \(b_{SP}\) changes to \(\varphi_{comm}(b_{SP}, o^*)\). Second, as \(a_2\) executes actions in its constituent plans, \(a_1\) may “observe” \(a_2\)’s actions or results of those actions and learn more about \(a_2\)’s plans. To reflect this reasoning, we define an additional function, \(\varphi_{obs}(b_{SP})\). This function takes as input \(b_{SP}\) and returns the set of next expected beliefs \(b_{SP'}\) and their probabilities \(Pr(b_{SP'})\).

To illustrate the MDP-PRT components, we consider the care coordination problem. The primary care provider (PCP) has beliefs about the neurologist’s treatment options and the likelihood each might be chosen. When the PCP considers whether to share new information about the patient (e.g. that the child had a seizure), she reasons about the effect of this information on \(\varphi_{comm}\) and \(\varphi_{obs}\). For example, if she learns that the neurologist ordered certain lab tests, she might revise her beliefs if the lab tests are consistent with some plans but not with others.

Algorithm 1 gives the pseudo-code for \(Tr(b_{SP'}, a, b_{SP})\). First, if \(a_1\) chooses to inform, \(b_{SP}\) is updated using \(\varphi_{comm}\) (lines 2-3). If \(b_{SP'}\) is one of the possible next states according to \(\varphi_{obs}\), its probability based on \(\varphi_{obs}\) is returned (lines 4-6). If it’s not included in the set of next possible beliefs the transition probability is 0 (line 7). We note that although each state encompasses a probability distribution over plans, the state space of the MDP is not continuous because the set of considered possible beliefs is discrete and finite.

An optimal single agent communication policy can be computed using any MDP solver, e.g. value iteration (Sondik 1971), which was used in our implementation.

\(^1\) \(b_{SP}\) also includes \(a_1\)’s own plans but \(a_1\) does not need to reason about them in the context of information sharing.
Algorithm 1: The transition function.

Input: \( b_{SP}' \), \( a \), \( b_{SP} \)

1. \( Pr(b_{SP}') \leftarrow 0 \)
2. If \( a = inform \) then
3. \( b_{SP} = \phi_{comm}(b_{SP}, o^*) \)
4. \( (b_{SP}', Pr(b_{SP}')) = \phi_{obs}(b_{SP}) \)
5. If \( b_{SP}' \) in \( b_{SP}^{next} \) then
6. \( return \ Pr(b_{SP}') \) according to \( Pr(b_{SP}') \)
7. \( return 0 \)

This policy computation is performed when a new observation \( o^* \) is obtained by an agent \( a_t \) at time \( t \). During subsequent rounds, the agent uses the computed policy to decide whether to inform \( a_2 \) of \( o^* \).

The MDP-PRT can be viewed as a decision-theoretic representation that supports the monitoring and execution of a SharedPlan. While we focused on the question of sharing new information, a similar approach can be taken to reason about whether to help a teammate or ask teammates for information (Kamar, Gal, and Grosz 2009). We also note that while in our empirical domain agents could observe each other’s actions, the MDP-PRT can also be used if not all actions are observable, by modifying \( \phi_{obs} \) to consider the possibility of not observing an action. We discuss possible extensions of the MDP-PRT to larger groups of agents in the discussion section.

Empirical Methodology

We tested the MDP-PRT agent using a modified version of the Colored Trails (CT) game used by Kamar et al. (2009). An example configuration of the game is shown in Figure 1.

The game is played by two agents, the \( \text{Partner} \) (PAR) and the \( \text{Observer} \) (OBS), on a \( 4 \times 4 \) board. Each square in the board is of one of four colors. At the onset of the game, \( \text{PAR} \) is located on a board square \( (0,0) \) in Figure 1. It possesses chips of the four colors and uses them to move on the board: it can move to an adjacent square (vertically or horizontally) by giving up a chip of the same color as the destination square. Its task is to reach the goal square.

Each square has some probability that a trap will appear on it based on its color. Traps are represented by the “bomb” icon. When an agent moves into a trap square, it cannot move further and the game ends. PAR has uncertain knowledge about the distribution of traps (i.e. the probability a trap will appear on each color), but does not know their exact locations. OBS learns the exact locations of traps at the onset of the game. It also knows the chips that PAR possesses and its knowledge regarding trap distributions.

The game is cooperative and the score (utility) is calculated as follows: the agents receive 100 points if PAR reaches the goal and 5 points for each remaining chip it holds at the end of the game. If PAR does not reach the goal, agents are penalized according to its distance from the goal (10 times Manhattan distance from the goal).

Each turn in the game consists of two phases: In the first phase, the communication phase, OBS can choose to perform an \( inform \) action that will reveal trap locations to PAR. Informing, however, incurs a cost that is deducted from the agents’ final score. OBS therefore needs to reason about the utility of an inform action by weighing the benefits and costs entailed by it. In the second, movement, phase, PAR moves using its chips. The game ends when one of the following occurs: PAR reaches the goal or moves to a trap location, or after a maximal fixed number of turns passes.

This game setting encompasses some of the key characteristics of the healthcare domain and enables studying them more abstractly: (1) PAR’s alternative plans and the uncertain knowledge of OBS about these plans correspond to caregivers’ alternative treatment plans and their incomplete knowledge of others’ treatment plans; (2) OBS seeing PAR’s location corresponds to a caregiver observing other caregivers’ actions by reading notes in the medical record; (3) learning about traps corresponds to caregivers detecting problems with a treatment plan after observing a change in patient status, and (4) communication is costly due to caregivers’ limited time and many responsibilities.

MDP-PRT for the CT Domain

We implemented OBS as an MDP-PRT agent that makes the decision of whether to share trap locations \( (o^*) \) with PAR. PAR’s task of getting as close as possible to the goal represents its constituent task in the collaborative activity of OBS and PAR. At the onset of the game, when OBS learns the true locations of traps, value iteration is run to generate a communication policy. The initial PRT, representing OBS’s beliefs about PAR’s possible plans \( b_{SP} \), is derived from the board and from OBS’s knowledge of PAR’s knowledge of trap distributions. For example, if OBS knows PAR has no knowledge about trap locations, it assigns equal probabilities to all shortest paths that PAR can take.

\( \phi_{comm} \) revises OBS’s beliefs assuming it communicates the trap locations to PAR. It computes new shortest paths assuming that PAR will choose one of the shortest paths towards the goal that do not pass through any traps. For example, in the configuration shown in Figure 1, and assuming that PAR has no knowledge of trap locations, OBS’s initial \( b_{SP} \) will assign equal probabilities to all shortest paths from PAR’s location \( (0,0) \) to its goal \( (2,3) \). When considering the “inform” action in this state, the modified belief according to \( \phi_{comm} \) will assign equal probabilities to all shortest paths that do not pass through \( (2,0) \).

Whether or not OBS chooses to inform PAR, the generation of the next possible states \( b_{SP}' \) also takes into account PAR’s next possible movements (which OBS will observe during execution). The states correspond to \( a_1 \)’s modified
beliefs according to $\varphi_{\text{obs}}$. That is, OBS knows it will observe PAR’s movements at execution time and reasons about the possible changes in the probabilities of different paths. For each possible movement, $\varphi_{\text{obs}}$ generates a new state $(b_{SP})$ by eliminating plans that do not include that movement and re-normalizing the probabilities of the remaining paths.

During the game, OBS revises its belief $(b_{SP})$ at each turn by eliminating paths that do not include the observed movements. It decides whether to communicate based on its computed policy.

**Results**

To evaluate the MDP-PRT agent we ran several types of experiments. The first experiment compared the performance of the MDP-PRT agent with that of a PRT agent using the inform algorithm of Kamar et al. (2009). The algorithm decides whether to inform at the onset of the game by comparing the expected utility of the PRT representing OBS’s initial beliefs with the expected utility of a revised PRT describing the belief about the plans if trap locations are shared ($\varphi_{\text{comm}}$). If the increase in utility is greater than the communication cost, the agent communicates. This approach is myopic as it does not consider the possibility of waiting to learn more about PAR’s plans and possibly communicating at a later stage.

We used 6 different board configurations varying the trap distribution in different colors. We generated 6 board instances for each trap distribution and varied the communication cost between runs. We ran each combination of board instance and communication cost 10 times. In all games, PAR knew the trap distribution but not the actual trap locations; its moves were chosen randomly based on its expected utility (e.g. it chose between shortest paths weighing trap probability). OBS knew that PAR knew only the trap distribution. PAR randomly chose one of its shortest paths and moved accordingly. Once OBS communicated the trap locations, PAR randomly chose a shortest path that did not pass through any traps.

Table 1 shows the average utility achieved by the agents in experiments with different communication costs. Results are averaged across all board instances and the 10 runs of each instance. The maximal utility that could be obtained in the game ranged between 100 and 125, depending on PAR’s chips and the goal location. Thus a communication cost of 10 is about 10% of the maximal possible utility. As expected, the MDP-PRT agent outperforms the PRT agent across all configurations and communication costs. All reported differences are statistically significant ($P < 0.01$).

<table>
<thead>
<tr>
<th>Comm. Cost</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRT</td>
<td>67.67</td>
<td>65.17</td>
<td>60.17</td>
<td>55.17</td>
</tr>
<tr>
<td>MDP-PRT</td>
<td>77</td>
<td>75.57</td>
<td>72.83</td>
<td>70.03</td>
</tr>
</tbody>
</table>

Table 1: The average utility for each agent and communication cost, averaged over all board instances.

The MDP-PRT agent saves unnecessary communication and thus outperforms the PRT agent. To illustrate this difference, we consider the board configuration shown in Figure 1. In the first round of the game, PAR is 2 squares away from the trap. When the PRT agent decides whether to communicate, it considers the distribution over possible paths that PAR might choose. One of these paths goes through the trap; so there is some probability that PAR will reach the trap location. The OBS (PRT) agent will decide to communicate if the difference between the expected utility of the updated PRT after informing and the expected utility of the PRT representing PAR’s plans without informing is higher than the communication cost. In contrast, the MDP-PRT agent would also take into account the possibility of informing at a later stage: Since PAR is two squares away from the trap, the MDP-PRT agent will choose not to inform at this turn, since if PAR would move right in the next turn, then it is unlikely it chose a plan that passes through a trap location.

Figure 2(a) shows the average utilities achieved by the agents in boards with probability of 0.15 for traps to appear on any board square; Figure 2(b) shows the average utilities in boards with probability of 0.15 for traps to appear on any red or green square. (There are more traps on the board configurations in (a) than in (b)). As can be seen in the figure, the MDP-PRT agent outperformed the baseline PRT agent in both. The difference in utilities grows with communication cost. When communication cost increases, the MDP-PRT agent benefits more from avoiding unnecessary communication. In the configuration shown in Figure 2(a) we also observe a higher decrease in utilities for the MDP-PRT agent. This is a result of the combination of boards that have more traps together with the high communication costs.

**Comparison with Dec-POMDP**

Key aspects of SATD are that agents cannot anticipate $a_1$ observing $o^*$ nor form a coordinated policy. This limits the possible utility achievable in SATD, as a coordinated policy that takes into account knowledge of possible observations during planning time can lead to better performance. We illustrate this using the board instance shown in Figure 1. As described above, the MDP-PRT agent can delay its decision
about communication to the second round, after it observes
the new location of PAR. If PAR moves to (1,0), the agent
might decide to communicate. A Dec-POMDP with prior
knowledge of the possible observations can do better. Had
the agents known in advance that traps might appear only
on the two red squares and that OBS will learn the true trap lo-
cations, they could have agreed on a communication policy,
allowing PAR to learn something about the trap locations
even when OBS does not communicate. For example, they
could have agreed that OBS will communicate if the trap is
in location (1,2) but not if it is on (2,0). Then, if OBS does
not communicate, PAR learns that there is a trap on (2,0).

To compute a policy for the setting in which agents antici-
pate that OBS will learn about trap locations, we solve
a Dec-POMDP that has information about the trap distribu-
tions, and knows that OBS will learn the true locations of
traps. A state in the Dec-POMDP for this game includes the
true location of the traps, the location of PAR, its chips and
its knowledge of the trap distribution. For example, if traps
can appear only on red squares, a board configuration with
two red squares such as the board shown in Figure 1 will
induce four possible initial worlds states: no traps on the
board; 2 traps on the board, one on (2,0) and one on (1,2); a
trap on (1,2) but not on (2,0); a trap on (2,0) but not on (1,0)
(as in the world state shown in the figure). These four initial
states also describe the location of PAR ((0,0) in the exam-
ple), its chips and its knowledge of the trap distribution. At
the onset of the game, OBS observes the true state of the
world (i.e. the true trap locations).

Solving the Dec-POMDP results in an optimal joint pol-
icy that achieves the maximal utility. For PAR, the policy
specifies movement actions. For OBS, the policy specifies
whether or not to inform PAR of the trap locations at each
communication stage. Note that the Dec-POMDP policy can
always perform at least as well as the MDP-PRT agent, as it
has more knowledge about the world.

As a result of the computational complexity of the Dec-
POMDP, we restricted the experiments to boards that had at
most two possible trap locations. We varied the probability
that a possible trap location actually includes a trap, with
values $P_t = 0.2, 0.5, 0.8$, and generated 6 board configura-
tions for each of these values. $P_t$ determines the proba-
bility distribution over world states. For example, in the board
shown in Figure 1, the two red squares are possible trap lo-
cations. If $P_t = 0.2$, then the probability of the world state
shown in Figure 1 is $P_t \cdot (1 - P_t) = 0.2 \cdot 0.8 = 0.16$ because
(2,0) has a trap while (1,2) does not.

A Dec-POMDP policy maximizes the expected utility
over all possible world states while MDP-PRT is run on a
particular world state (e.g. a particular board with traps al-
ready determined). Thus, for each board configuration and
trap distribution, we ran MDP-PRT on boards representing
all possible world states and compute a weighted average
of their utility based on the distribution over world states.
For example, the board instance in Figure 1 is one of four
instances for a board configuration with possible traps on
squares (2,0) and (1,2). The other three instances include a
board with no traps, a board with a trap in (1,2) but not in
(2,0) and a board with traps on both locations. We ran the
MDP-PRT agent on each of these boards to compare it with
the Dec-POMDP policy.

The first two rows in Table 2 show the utility obtained
by the MDP-PRT agent and the expected utility of a joint pol-
cy generated by a Dec-POMDP. These utilities are averaged
over all 6 board configurations and trap probabilities.

<table>
<thead>
<tr>
<th>Board Configuration</th>
<th>MDP-PRT (accurate)</th>
<th>MDP-PRT (inaccurate)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dec-POMDP</td>
<td>101.46</td>
<td>99.16</td>
</tr>
<tr>
<td>MDP-PRT (accurate)</td>
<td>101.8</td>
<td>99.75</td>
</tr>
<tr>
<td>MDP-PRT (inaccurate)</td>
<td>100.52</td>
<td>99.48</td>
</tr>
<tr>
<td></td>
<td>101.8</td>
<td>99.75</td>
</tr>
<tr>
<td></td>
<td>99.16</td>
<td>98.13</td>
</tr>
<tr>
<td></td>
<td>99.75</td>
<td>99.48</td>
</tr>
<tr>
<td></td>
<td>99.48</td>
<td>98.13</td>
</tr>
<tr>
<td></td>
<td>98.13</td>
<td>97.5</td>
</tr>
<tr>
<td></td>
<td>97.5</td>
<td>96.8</td>
</tr>
<tr>
<td></td>
<td>96.8</td>
<td>96.1</td>
</tr>
<tr>
<td></td>
<td>96.1</td>
<td>95.4</td>
</tr>
<tr>
<td></td>
<td>95.4</td>
<td>94.7</td>
</tr>
<tr>
<td></td>
<td>94.7</td>
<td>94.0</td>
</tr>
<tr>
<td></td>
<td>94.0</td>
<td>93.3</td>
</tr>
<tr>
<td></td>
<td>93.3</td>
<td>92.6</td>
</tr>
<tr>
<td></td>
<td>92.6</td>
<td>91.9</td>
</tr>
<tr>
<td></td>
<td>91.9</td>
<td>91.2</td>
</tr>
<tr>
<td></td>
<td>91.2</td>
<td>90.5</td>
</tr>
<tr>
<td></td>
<td>90.5</td>
<td>90.0</td>
</tr>
<tr>
<td></td>
<td>90.0</td>
<td>89.3</td>
</tr>
<tr>
<td></td>
<td>89.3</td>
<td>88.7</td>
</tr>
<tr>
<td></td>
<td>88.7</td>
<td>88.0</td>
</tr>
<tr>
<td></td>
<td>88.0</td>
<td>87.3</td>
</tr>
<tr>
<td></td>
<td>87.3</td>
<td>86.7</td>
</tr>
<tr>
<td></td>
<td>86.7</td>
<td>86.0</td>
</tr>
<tr>
<td></td>
<td>86.0</td>
<td>85.3</td>
</tr>
<tr>
<td></td>
<td>85.3</td>
<td>84.7</td>
</tr>
<tr>
<td></td>
<td>84.7</td>
<td>84.0</td>
</tr>
<tr>
<td></td>
<td>84.0</td>
<td>83.3</td>
</tr>
<tr>
<td></td>
<td>83.3</td>
<td>82.6</td>
</tr>
<tr>
<td></td>
<td>82.6</td>
<td>82.0</td>
</tr>
<tr>
<td></td>
<td>82.0</td>
<td>81.3</td>
</tr>
<tr>
<td></td>
<td>81.3</td>
<td>80.7</td>
</tr>
<tr>
<td></td>
<td>80.7</td>
<td>80.0</td>
</tr>
<tr>
<td></td>
<td>80.0</td>
<td>79.3</td>
</tr>
<tr>
<td></td>
<td>79.3</td>
<td>78.7</td>
</tr>
<tr>
<td></td>
<td>78.7</td>
<td>78.0</td>
</tr>
<tr>
<td></td>
<td>78.0</td>
<td>77.3</td>
</tr>
<tr>
<td></td>
<td>77.3</td>
<td>76.7</td>
</tr>
<tr>
<td></td>
<td>76.7</td>
<td>76.0</td>
</tr>
<tr>
<td></td>
<td>76.0</td>
<td>75.3</td>
</tr>
<tr>
<td></td>
<td>75.3</td>
<td>74.7</td>
</tr>
<tr>
<td></td>
<td>74.7</td>
<td>74.0</td>
</tr>
<tr>
<td></td>
<td>74.0</td>
<td>73.3</td>
</tr>
<tr>
<td></td>
<td>73.3</td>
<td>72.7</td>
</tr>
<tr>
<td></td>
<td>72.7</td>
<td>72.0</td>
</tr>
<tr>
<td></td>
<td>72.0</td>
<td>71.3</td>
</tr>
<tr>
<td></td>
<td>71.3</td>
<td>70.7</td>
</tr>
<tr>
<td></td>
<td>70.7</td>
<td>70.0</td>
</tr>
<tr>
<td></td>
<td>70.0</td>
<td>69.3</td>
</tr>
<tr>
<td></td>
<td>69.3</td>
<td>68.7</td>
</tr>
<tr>
<td></td>
<td>68.7</td>
<td>68.0</td>
</tr>
<tr>
<td></td>
<td>68.0</td>
<td>67.3</td>
</tr>
</tbody>
</table>

Table 2: The performance of MDP-PRT (with accurate and inac-
curate beliefs) and an optimal Dec-POMDP approach.

As expected, the Dec-POMDP always performs better as
a result of its additional information at planning time. The
difference is statistically significant ($P < 0.01$). As can be
seen in the table, increasing communication cost leads to
larger differences between the Dec-POMDP and MDP-PRT
utilities, a result of the additional communication required
by the MDP-PRT agent. When communication cost is up to
10% of the utility of reaching the goal (100 points), MDP-
PRT compares well with the Dec-POMDP policy (less than
3% difference). When communication cost rises to 25% or
50% of goal utility, the difference grows, but the average
utility achieved by MDP-PRT is still within 15% of the op-
timal utility. Increasing the trap probability decreases the
utility obtained by both agents; it also increases the gap be-
tween MDP-PRT and the Dec-POMDP because world states
that include more traps and require more communication are
more likely.

Inaccurate Beliefs About Others’ Plans

The MDP-PRT agent requires knowledge of the probabil-
ity distributions over the plans of other agents and a way
to update this distribution given new information. In prac-
tice, it is possible (and likely) that agents will estimate
these inaccuracies inadmissibly. To examine the possible effects of
such inaccuracies on agents’ performance, we ran additional
experiments. In these experiments OBS knew a probability
distribution over PAR’s chips, but did not know the actual
chips PAR had. Specifically, it assumed a uniform distribu-
tion over PAR’s chips, but did not know the actual
distribution over PAR’s chips. In this configuration that included only one possible trap location with
probability 0.5 of a trap on that location. In this configu-
ration that included only one possible trap location with
probability 0.5 of a trap on that location. In this configu-
ration, the Dec-POMDP never communicates and thus al-
ways obtains the maximal possible utility. Compared to the
MDP-PRT with an accurate PRT representing PAR’s possi-
bile plans, the inaccurate model communicated more often,
resulting in lower utility. Its inaccurate probability estima-
tion assigned higher probability to paths that pass through
traps than their actual probability. In general, wrong esti-
information of the PRT can lead to communicating too much or communicating too little.

Discussion and Future Work

This paper defines the Single Agent in a Team Decision Problem, SATD, which concerns decisions made by a single agent that is part of a group during collaborative activities, decisions that affect the performance of the group. We focus on the problem of communication where an agent obtains new, unanticipated, information during a collaborative activity and needs to reason about whether and when to share this information with its teammates. This formulation of the problem differs from previously addressed multi-agent communication problems in that it does not assume that all observations are known and considered in advance and does not assume complete knowledge of other agents’ plans or policies. Instead, it assumes that agents have some knowledge of other agents’ intentions and plans that enables them to reason about the effect of sharing information.

Defining and solving the SATD problem is a first step in our effort to develop computer agents that would support the care team of children with complex conditions. Our goal is to develop agents that would remove some of the communication burden from caregivers by identifying what information should be shared and with whom. In mixed network teams of humans and computational agents and in dynamic domains with frequent changes, such as this health-care domain, it is unlikely that teams can or will produce a complete long-term joint plan or be able to anticipate all possible events. As a result, agents supporting people in such settings cannot directly apply existing decision-theoretic approaches to multi-agent communication. It may, however, be possible to elicit the goals, intentions and partial plans of team members and use those in conjunction with domain knowledge to reason about the effect of new information on a collaborative activity. We thus introduce the assumption that agents have a way to update their beliefs about others’ plans based on new information and the world state. While in this paper we consider agents reasoning about the utility of plans, it is also possible to consider weaker notions of the effect of information sharing on other agents’ plans. For example, we might consider the probability that the current plan would fail or the probability that a collaborating agent would change its plan given the new information.

To solve the SATD problem, we propose a combined BDI/Decision-theoretic approach that augments MDPs by adding an explicit representation of an agent’s belief about its partners’ plans as part of the state representation and including a belief update function that estimates the possible plans resulting from sharing new information with teammates. We chose to use PRTs to model this belief, because they offer a compact and decomposable representation of multi-agent activities: in settings in which different parts of plans are independent of each other, PRTs enable modifying only that part of the plan that is affected by new information. The SATD definition, however, is general, and beliefs about plans can be represented in different ways, e.g. MDP policies or BDI plans.

The assumption that agents can reason about the plans of their teammates raises the question of how to obtain such knowledge. There are several possibilities we intend to explore in future work: First, in some settings, the team makes an initial partial plan together and allocates responsibilities. From these partial plans, agents can infer an initial belief about their teammates’ plans. Further, the planning process may reveal not only agents’ possible plans, but also some of their intentions and goals. The (possibly partial) knowledge about its partners’ intentions and goals, together with domain knowledge, can enable an agent to reason about the alternative plans that its partners’ may consider based on new information. For example, in a path-finding domain such as our evaluation domain, knowing the goal location and that shortest paths result in higher utilities enables the Observer to infer the new paths the Partner is likely to choose given new information about traps. In the medical domain, there are often guidelines for treating different conditions which can be used to reason about alternative plans of other care providers.

In addition, agents may be able to observe some or all of their teammates’ actions and refine their beliefs about their plans based on those observations using plan recognition techniques (Amir and Gal 2011; Geib and Goldman 2001). For instance, physician notes in an electronic medical record provides doctors with information about the plans, actions and rationales of other members of the care team. For teams collaborating over a long time horizon, including health-care teams for chronically ill patients, learning could be used to better estimate team members’ plans and the ways they change with new information.

In future work we intend to extend the MDP-PRT approach to larger teams and investigate efficient ways to reason about determining the agents with which to share information. A trivial approach is for an agent to consider each of the other agents separately. However, this approach is intractable and disregards interactions between other agents’ plans. Therefore, agents will need to utilize the decomposability of the team’s plan to focus on relevant agents and the relevant aspects of their plans. We will also implement MDP-PRT agents that would support people, where the agents will focus on reducing the communication burden of people while people will focus on executing and revising their plans given the information they receive. We further plan to test our agents in more complex domains that simulate additional aspects of care coordination such as uncertainty about the utilities of plans and possibly conflicting goals. Finally, we plan to investigate ways to obtain and update beliefs about other agents’ plans as described above.
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Abstract
Planning with sensing actions under partial observability is a computationally challenging problem that is fundamental to the realization of AI tasks in areas as diverse as robotics, game playing, and diagnostic problem solving. Recent work on generating plans for partially observable domains has advocated for online planning, claiming that offline plans are often too large to generate. Here we push the envelope on this challenging problem, proposing a technique for generating conditional (aka contingent) plans offline. The key to our planner’s success is the reliance on state-of-the-art techniques for fully observable non-deterministic (FOND) planning. In particular, we use an existing compilation for converting a PPOS problem to a FOND planning problem. With a modified FOND planner in hand, we are able to scale beyond previous techniques for generating conditional plans with solutions that are orders of magnitude smaller than previously possible in some domains.

1 Introduction
An agent planning to achieve a goal in a partially observable environment with sensing actions (PPOS) has the option of choosing how to act online by interleaving planning, sensing, and acting; or choosing how to act offline by generating a plan with decision points predicated on sensing outcomes. In this paper we investigate the latter. In particular, we examine the problem of generating conditional plans for planning problems with incomplete information about the initial state, determinstic actions, and sensing actions. In this work, we use the terms “offline planning” and “conditional planning” interchangeably to always refer to the offline generation of contingent plans; the online variant will be referred to as “online contingent planning.” Our focus here is on a particular class of problems where the initial state specification includes a set of state constraints called state invariants. These are commonly used to model the behaviour of a device, or physical environments with which the agent is interacting. We further assume that uncertainty decreases monotonically, i.e. once a property of the world is known, it can change but cannot become unknown again.

∗This paper also appears in the Proceedings of the Twenty-Eighth Conference on Artificial Intelligence (AAAI-14).

There are merits and shortcomings to both online and offline planning in this context. Online contingent plans are generally easier to compute since integrating online sensing with planning eliminates the need to plan for a potentially exponential (in the size of relevant unknown facts) number of contingencies. In the absence of deadends, online contingent planning can be fast and effective. Recent advances include CLG and CLG+ (Albore, Palacios, and Geffner 2009; Albore and Geffner 2009), K-Planner (Bonet and Geffner 11), and SDR (Brafman and Shani 2012).

In contrast, planning offline constructs conditional plans with decision points for sensing outcomes and guarantees that the goal will be achieved if it is possible to do so. The plan is larger than an online plan but has the merit that it is generalized to deal with alternative sensing outcomes. Indeed plan existence for conditional planning is 2-EXP-complete (Rintanen 2004; Baral, Kreinovich, and Trejo 2000). More importantly, because offline planners are able to search and deliberate, they have the capacity to avoid deadends, and also to support the generation of optimized high quality plans. Some early conditional planners were based on partial order planning (e.g., CNLP (Peot and Smith 1992), Cassandra (Pryor and Collins 1996)) and Graphplan (e.g., SGP (Weld, Anderson, and Smith 1998)). MBP (Bertoli et al. 2001) and BBSP (Rintanen 2004) are more recent BDD-based model checking planners. Planners based on heuristic search include Contingent-FF (Hoffmann and Brafman 2005), POND (Bryce, Kambhampati, and Smith 2006), and most recently CLG which has an offline variant (Albore, Palacios, and Geffner 2009). Finally, the conditional plan we consider is similar to the “execution structure” of Kuter et al.’s “conditionalized plan” (2007), but differs in construction and generality of what the plan represents. Experimental results reported in the literature appear to indicate that CLG represents the state of the art in terms of scalability of offline conditional planning.

In this paper we present PO-PRP, a conditional planner. PO-PRP plans achieve the goal for all consistent sequences of observations for which a solution exists. The key to our planner’s success is its reliance on state-of-the-art techniques for fully observable non-deterministic (FOND) planning. In particular, we use an existing compilation by Bonet and Geffner (Bonet and Geffner 2011) (henceforth BG) for converting a PPOS problem to a FOND planning problem.
All actions are treated as deterministic with the exception of sensing actions, which are encoded as non-deterministic actions. We then modify a state-of-the-art FOND planner, PRP (Murase, McIlraith, and Beck 2012), to compute strong cyclic plans in the form of policies, which we roll-out into plans represented as DAGs. We address a number of critical challenges, leading to a conditional planner that is able to scale beyond previous techniques for offline planning and that is able to compute solutions that are orders of magnitude smaller than state-of-the-art CLG in some domains.

2 Contingent Planning via FOND Planning

In this section, we formulate the PPOS problem, and then review the translation of PPOS problems to FOND ones.

Syntax and Interpretation. Following BG, we specify the problem in a STRIPS-like language, where actions can additionally have conditional effects. Formally, a PPOS domain is a tuple $\mathcal{P} = (\mathcal{F}, \mathcal{A}, \mathcal{O}, \mathcal{I}, \mathcal{G})$, where $\mathcal{F}$ is the set of fluent atoms, $\mathcal{A}$ is the set of actions, $\mathcal{O}$ is the set of observations, $\mathcal{I}$ is a set of clauses over $\mathcal{F}$ that determines the initial state, and $\mathcal{G}$ is a conjunction of atoms over $\mathcal{F}$ determining the goal condition. The specification is interpreted over a set of (world) states, which are essentially truth valuations to the atoms in $\mathcal{F}$. We say a literal $l$ holds in a state $s$ iff $s$ assigns $l$ to be true. This is extended for connectives in an obvious way. In particular, since $\mathcal{I}$ is a set of clauses, $\mathcal{I}$ would hold in a number of states; the belief state $b$ is the set of all (world) states where $\mathcal{I}$ holds. By extension, we say a formula $a$ holds in $b$ iff $a$ holds in every state $s \in b$.

For $a \in \mathcal{A}$, we let $\text{Pax}(a)$ be a conjunction of atoms to denote its preconditions, and $\text{Err}(a)$ be a set of pairs $\langle c, l \rangle$ to capture its conditional effects. Observations $o \in \mathcal{O}$ are of the form $\langle c, l \rangle$ with the understanding that when $c$ is true, $o$ informs the agent about the truth of $l$. In practice, this is achieved by treating observations $o$ as a separate category of actions which have $c$ as the precondition, and $l$ as the effect. We say an action $a$ is applicable in $s$ iff $\text{Pax}(a)$ holds in $s$. Analogously, we say $a$ is applicable in $b$ iff $a$ is applicable in every $s \in b$. On performing $a$ in $b$, a successor belief state $b'$ is defined by performing $a$ in each $s \in b$. On performing an observation $o = \langle c, l \rangle$ in $b$, the successor belief state $b'$ is the maximal set of states in $b$ agreeing on $l$. By extension, a sequence $a_0, a_1, \ldots, a_k$, possibly involving observations, is applicable in $b$ if $a_0$ is applicable in $b$, resulting in a successor belief state $b_1$, and inductively, $a_i$ is applicable in $b_i$, ultimately resulting in $b_k$. A belief state $b'$ is said to be reachable from $b$ if there is some sequence of actions and observations that when applied to $b$ results in $b'$.

Solutions. Generally with PPOS problems, a solution is rarely a simple sequence of actions, because the agent may need to perform a number of sensing actions to determine aspects of the world based on which further actions can be taken. Therefore, a solution to a PPOS problem is a policy

\footnote{Our sensor model differs slightly from BG in that they assume sensing actions are triggered as soon as the preconditions hold. Our planner, on the other hand, chooses to apply sensing actions when needed, just like ordinary physical actions.}

Figure 1: Example solution to the CTP. Circles represent the action to take or observation to be made while boxes contain edge labels indicating the sensing outcome that has occurred.

$\Pi$ that is best viewed as a branching structure, usually called a conditional plan, induced by the outcomes of sensing actions (Geffner and Bonet 2013). Equivalently, one may view $\Pi$ as a partial function from belief states to actions (Geffner and Bonet 2013). Such a function would then advise the subsequent action to be taken based on the actual observation. Finally, we say that $\Pi$ solves the PPOS problem $\mathcal{P}$ iff the executions advised by $\Pi$ are applicable in the belief state $b$ for $\mathcal{P}$, and they result in belief states $b'$ where the goal condition $\mathcal{G}$ holds.

While conditional plans are usually trees, in this work we reduce the redundancy by representing many belief states as a single node in a DAG. Crucially, a node may correspond to a partial belief state, capturing many configurations of the agent’s belief. As an example PPOS problem, consider the Canadian Traveller’s Problem (CTP) where an agent must navigate a city with roads that may or may not be traversable (due to large amounts of snow fall). Sensing the status of a road can only be done when the agent is adjacent to it. If we consider the class of maps that have a pair of roads between every two adjacent locations in a chain, exactly one of which is traversable, then an obvious strategy presents itself: sense one of the two roads that leads to the next location; if it is traversable then take it; otherwise take the other road. Naive solutions to the problem are exponential in size (every new location has a new choice of two roads), but in this work we strive to generate plans such as in Figure 1.

Compiling Away Uncertainty. Computing successor belief states $b'$, often called belief tracking, is non-trivial. Note, for example, that applying actions and observations over all world states (as needed for obtaining $b'$) is clearly exponential in $|\mathcal{F}|$. In recent work, belief tracking is shown to be tractable against the contingent width of a PPOS problem, which is claimed to typically be small for most real-world domains (Albore, Palacios, and Geffner 2009). Thus, it follows that for many interesting domains, belief track-
ing is quadratic in |F|. Nonetheless, even a quadratic factor is computationally challenging in large domains. A second key result is that a PPOS problem can be translated into a FOND one (Albore, Palacios, and Geffner 2009). This supports the exploitation of state-of-the-art heuristic search techniques for classical planning. Of course, the quadratic belief tracking problem has a natural analogue in the translation, and so computational issues persists.

Interestingly, BG show that when we further restrict ourselves to the so-called simple PPOS problems, belief tracking is linear in |F|. Informally, simple problems are motivated by the observation that many domains can be characterized by state invariants, and actions typically do not depend on fluents whose values are unknown. In precise terms, invariant clauses are clauses that hold in every world state (Helmer 2009), and often represent multivalued functional fluents. The second assumption in simple problems is that the body of conditional effects cannot mention hidden literals, that is, literals l such that I \( \not\models l \) and \( I \models \neg l \). Hidden literals, however, may appear in the preconditions of actions and may also appear in the effects of actions. Following BG, we use the notation \( Kc \) and \( \neg K\neg c \) when \( c = l_1 \land \ldots \land l_k \) to mean \( K_l \land \ldots \land K_l \) and \( \neg K\neg l_1 \land \ldots \land \neg K\neg l_k \) respectively. The key differences between Definition 2 and BG are that (1) we use \( \neg K\neg l \) as part of the precondition for a sensing action and (2) we assume that the agent is free to choose when a sensing action occurs. The former helps avoid inconsistent beliefs during search, and the latter is a restriction that can be removed easily if so desired.

The intuition is this: since unary clauses in \( I \) are clearly known, we index \( K \) to these literals in \( I \); \( A' \), then, represents the invariants in \( I \). \( A'_A \) determines when the agent would know the effect of an action. Sensing actions are the only non-deterministic actions in the translated FOND problem, and these indicate that at execution time, the agent would either come to know that the literal is true or would come to know that the literal is false. In practice, on performing such a non-deterministic action, we will be tracking two possible successors for a world state corresponding to each outcome. Finally, the goal state is one where every literal in the original goal \( G \) is known to be true.

Analogous to the notion of a policy \( \pi \) at the level of belief, the solution to a FOND problem is a policy (i.e. a partial function) \( \pi' \) that maps (world) states to actions. Applicability and goal reachability are defined for the FOND problem also in an analogous manner. Finally, the translation is justified by means of a soundness and completeness result by BG: a policy \( \pi' \) obtained for \( K'(\mathcal{P}) \) can be converted to a policy \( \pi \) for \( \mathcal{P} \), and vice versa.

3 Approach

The modified BG translation described in Section 2 provides a FOND encoding of our PPOS planning problem, \( K'(\mathcal{P}) \), in which sensing actions are encoded as non-deterministic actions. Our planner, PO-PRP, leverages state-of-the-art FOND planner PRP (Muise, McIlraith, and Belle 2012), extended with conditional effects (Muise, McIlraith, and Belle 2014) and is modified to address three critical challenges for dealing with PPOS problems. FOND planners are generally predicated on an assumption of fairness -- if an action is executed infinitely many times, every non-deterministic outcome will occur infinitely often (Cimatti et al. 2003). A key challenge was addressing the fundamental violation of fairness by sensing actions. A second challenge was to suitably handle the computation of indirect effects of actions (ramifications) resulting from the state invariants. A third critical element was leveraging a technique used in PRP, strong cyclic detection, to produce compact conditional plans.

3.1 From PRP to PO-PRP

We review and elaborate upon key elements of PRP that are essential to PO-PRP, with particular focus on one aspect of the planner referred to as strong cyclic detection (SCD). Our interest in the SCD procedure of PRP stems from the fact that we can leverage it for computing a compact conditional plan given the policy PO-PRP generates (cf. Section 3.4).

Problem Specification. PO-PRP takes as input a simple PPOS problem \( \mathcal{P} \) and outputs a conditional plan. The first
step of PO-PRP is to apply the augmented BG translation described in Section 2 to \( \mathcal{P} \), generating the associated FOND problem \( K'(\mathcal{P}) \). From this point, the problem specification is identical to that of PRP, which can be found in (Muise, McIlraith, and Beck 2012). The details are not necessary to the results that follow. The translated planning problem \( K'(\mathcal{P}) \) is input as a PDDL file to PO-PRP, which uses the SAS* representation (Helmer 2009). A significant property of PRP (likewise PO-PRP), is that states are represented as partial states – a subset of literals that is interpreted as a conjunctive formula, compactly representing a family of states. We exploit this compact representation to generate small-sized conditional plans (cf. Section 3.4).

**General Approach.** Cimatti et al. (2003) identify three types of plans for FOND problems: weak, strong, and strong cyclic. Intuitively, a weak plan corresponds to an “optimistic plan” that reaches the goal under at least one possible set of action outcomes of the actions in the plan. A strong plan corresponds to a “safe plan” and is a closed policy that achieves the goal in a finite number of steps while never visiting the same state twice. Often, however, weak plans are not acceptable and strong plans do not exist. As a viable alternative, a strong cyclic plan is a closed policy with the property that every reachable state will eventually reach the goal via the policy under an assumption of fairness.

PRP creates a strong cyclic plan in the form of a policy that maps states to actions. The representation of this policy, however, is non-standard. Rather than storing an explicit mapping of complete states to actions, PRP creates a set of condition-action pairs \( P \), each of the form \( \langle p,a \rangle \in P \) where \( p \) is a partial state. In order to return a unique action for a given state \( s \), there is a total ordering over the pairs that allows us to use \( P \) and simply return the action in the “most preferred” pair \( \langle p,a \rangle \) such that \( s \models p \) (ordered, for example wrt distance from goal). We will use \( P(s) \) to designate the pair that is most preferred, and we say that \( P \) handles state \( s \) if \( P \) returns some pair. PRP’s core algorithm is as follows:

1. Let \( Open = \{ s_0 \} \) and \( Cls = \emptyset \);
2. Select and move a state \( s \) from \( Open \) to \( Cls \) such that,
   - (i) If \( P(s) = \bot \), compute a classical plan for \( s \) and augment the policy with the result
   - (ii) If \( P(s) = \langle p,a \rangle \) and \( a \in \mathcal{A}_c \), add to \( Open \) the states \( \{ \text{Prog}(s,a,\text{Eff}_1(a)), \text{Prog}(s,a,\text{Eff}_2(a)) \} \) \( \setminus Cls \);
   - (iii) If \( P(s) = \langle p,a \rangle \) and \( a \notin \mathcal{A}_c \), add to \( Open \) the state \( \text{Prog}(s,a,\text{Eff}(a)) \) if it is not in \( Cls \);
   - (iv) If \( P(s) = \bot \), process \( s \) as a deadend;
3. If \( Open \) is empty, return \( P \). Else, repeat from step 2;

Note that step 2(i) is essentially computing a weak plan by way of solving a classical planning problem. In Section 3.3, we describe more precisely how this search procedure is modified to incorporate indirect effects of actions (ramifications) found in the translated PPOS problems.

The PRP planner has a number of components (described in (Muise et al., 2012)) that are key to the success of PO-PRP, including (1) deadend detection, generalization, and avoidance, (2) stopping conditions for weak plans, and (3) conditions for terminating the simulation of action effects (replacing steps 2(ii) and 2(iii)). It is this final phase that we discuss below.

**Strong Cyclic Detection.** PRP has the facility to “mark” certain pairs in the policy \( P \) to indicate that if \( \langle p,a \rangle \) is marked, then \( P \) is a strong cyclic plan for every state \( s \) where \( P(s) = \langle p,a \rangle \). This feature allows PRP to forgo steps 2(ii) and 2(iii) if the pair is marked – instead of expanding the state with every possible outcome, the state \( s \) is considered handled completely and the process continues. While reproducing the full strong cyclic detection (SCD) procedure is beyond the scope of this paper, later we do rely on one aspect of SCD for the export of conditional plans.

PRP will only allow \( \langle p,a \rangle \) to be marked if \( P \) is guaranteed to return a marked pair \( P(s') = \langle p',a' \rangle \) for every state \( s' \) that could be reached by the pair \( \langle p,a \rangle \). In other words, we have the following property (following Definition 7 and Theorem 3 of (Muise, McIlraith, and Beck 2012)):

**Proposition 1.** The SCD procedure of PRP ensures that a pair \( \langle p,a \rangle \) of policy \( P \) is marked only if for every state \( s \) such that \( P(s) = \langle p,a \rangle \) and every non-deterministic effect \( \text{Eff} \) of action \( a \), the pair \( P(\text{Prog}(s,a,\text{Eff}(a))) = \langle p',a' \rangle \) is marked or \( p' \) is a goal.

### 3.2 Violating Fairness with Sensing Actions

Following Cimatti et al. (2003), solutions to non-deterministic planning problems typically rely on an assumption of fairness with respect to non-deterministic actions: if an agent executes a non-deterministic action infinitely many times, every one of its outcomes will occur infinitely often. Unfortunately, in our current PPOS problems, the only non-deterministic actions are sensing actions and they are decidedly unfair. The outcome of a sensing action will reflect the state of the world, which is unchanging unless changed by an action. Fortunately, since we assume that the state of the world only changes as the result of the actions of the plan (i.e., there are no exogenous actions) then once a fluent has been sensed, the planner should not be compelled to execute the sensing action again because the value of the fluent is known.

This is realized by our problem encoding, \( K'(\mathcal{P}) \), together with the assumption of monotonicity of knowledge. Recall that a precondition of any sense action is that the outcome is currently not known and the effect is that one of the literal or its negation is known, violating the precondition for the sense action to be executed again. This together with monotonicity ensures that a particular ground sensing action can only ever be executed at most once during online execution. As a result, the space of solutions to the FOND planning problem, and subsequently the space of conditional plans, will never contain a cycle with a sensing action. This key property allows us to preserve the properties of our FOND planner, despite the inherent unfairness of sensing actions.
3.3 Computing Ramifications

When state invariants or state constraints are combined with an action theory, they result in indirect effects of actions – further consequences of an action that result from enforcing the truth of the state invariants. Understanding what effects should be generated and how is an instance of the ramification problem, a well-studied problem in Knowledge Representation (KR). A variety of solutions have been proposed for dealing with this issue, including compilation of these indirect effects or ramifications into further direct effects of actions, representing indirect effects as actions that are triggered by states, representing indirect effects as further axioms or derived predicates, etc. (e.g., (Pinto 1999; McIlraith and Scherl 2000; Strass and Thielscher 2013)).

Our BG inspired encoding, $K'(P)$, captures these indirect effects as a distinguished set of so-called invariant actions, $A'_C$. Intuitively, following the execution of a regular action, these invariant actions should be executed as bookkeeping actions to compute all indirect effects of the action. Unfortunately, if left unconstrained, this can lead to extensive wasted search effort in parts of the state space that will never be reached during execution, as well as the discovery of meaningless deadends that PO-PRP will try to avoid.

We elected to continue to compute the effects of invariants via the application of actions so that the heuristics PO-PRP uses to compute a weak plan would inform the computation of ramifications. Further, PRP's/PO-PRP's use of regression to compute condition-action pairs would become prohibitively complex were we instead to compile the ramifications into extra effects of actions. Inspired by KR research on the ramification problem, we modified the search procedure of PO-PRP to compute the indirect effects of actions by applying invariant actions at every node in the search until quiescence. That is, until no more invariant actions are applicable. To avoid state explosion, we enforce an arbitrary ordering over the application of invariant actions. Given the existing restrictions for simple domains, enforcing the order does not alter the state that the planner reaches once there are no more applicable invariant actions. This is because there is a unique interpretation in these simple domains, and because knowledge is assumed to accumulate monotonically.

3.4 Exporting a Conditional Plan

Like PRP, PO-PRP produces a policy in the form of condition-action pairs, which, in principle, could be used if the belief of the agent is maintained in its compiled form. Since this cannot be guaranteed, we convert the policy into a form more traditionally used for PPOS solutions: a conditional plan. The policy quite often will be far smaller than the conditional plan it implicitly represents, but there is merit to producing one: it helps in verifying PO-PRP’s final solution, and it provides a plan in a form suitable for execution by an agent that does not maintain its belief in a compiled form (e.g., a simple controller).

While conditional plans are typically tree structures, PO-PRP conditional plans are constructed more compactly as DAGs. Nodes in the DAG correspond to either actions drawn from $A'_C$, or decision points – sensing actions drawn from $A'_A$, whose outgoing edges denote the possible observations. There are three additional distinguished node types: a single source node denoting the first action of the plan, deadend nodes where no plan exists, and goal nodes.

To convert PO-PRP’s policy $P$ to a conditional plan, we use an approach that essentially simulates $P$ on every possible action outcome. Whenever we see a repeated state, we need not continue expanding the conditional plan. Intuitively, the procedure is as follows:

1. Let $Open = \{s_0\}$, $Cls = \emptyset$, and $\langle N, E \rangle = (\{s_0\}, \emptyset)$;
2. Select and move a state $s$ from $Open$ to $Cls$ such that,
   (i) Let $P(s) = (p, a)$ and if $a \in A'_C$, let $\text{Succ} = \{\text{Prog}(s, a, \text{Eff}_1(a)), \text{Prog}(s, a, \text{Eff}_2(a))\}$ (otherwise let $\text{Succ} = \{\text{Prog}(s, a, \text{Eff}(a))\}$);
   (ii) Add $\text{Succ} \setminus \text{Cls}$ to $N$ and $Open$;
   (iii) Add $(s, s')$ to $E$ for every $s' \in \text{Succ}$;
3. If $Open$ is empty, return $(N, E)$. Else repeat from 2.

We further modify the DAG $(N, E)$ so that every state $s \in N$ is labelled with the action $a$ from the pair $P(s) = (p, a)$, and every exit edge from a state labelled with an action $a \in A'_C$ is labelled with the appropriate observation outcome. Additionally, we reduce the graph by merging any state labelled with an invariant action into its successor.

The similarity to PRP’s general approach (described above) is not coincidental: both approaches operate by enumerating the reachable states of $P$. To avoid a full state explosion of reachable states we can appeal to PO-PRP’s SCD procedure and create a more compact conditional plan. The key is to replace every state $\text{Prog}(s, a, \text{Eff}(a))$ in $\text{Succ}$ on line 2(i) with $p$ whenever $P(\text{Prog}(s, a, \text{Eff}(a))) = (p, a)$ is marked as strong cyclic. This means that the closed list $\text{Cls}$ will contain both complete and partial states of the FOND encoding, $K'(P)$. The partial states $p$ contain only the relevant information for a strong cyclic solution to exist with $P$, and this allows us to reuse parts of the conditional plan for all states $s$ such that $P(s) = (p, a)$. As an example, consider the CTP problem from earlier. The states computed on the modified line 2(i) would be partial states that retain the belief about future roads, but forgo knowledge about roads observed in the past. In this way, the agent can use the same conditional plan regardless of how it has travelled so far.

**Theorem 1.** Given a simple PPOS problem $P$, the conditional plan produced by PO-PRP is sound.

This follows from Proposition 1 and the soundness and completeness of the BG translation from $P$ to $K'(P)$; the soundness of the partial policy produced by PO-PRP with respect to the class of FOND problems represented by $K'(P)$; and by the correctness of the transformation of the partial policy with respect to $K'(P)$ into a compact conditional plan with respect to the original PPOS problem.

**Theorem 2.** Given a simple PPOS problem $P$, PO-PRP will return a conditional plan if one exists.

This similarly follows from the soundness and completeness of the BG translation of $P$ into a FOND problem, together with the property, inherited from PRP, that if a strong cyclic solution exists for $K'(P)$, then PO-PRP will compute it and export it as a conditional plan with respect to $P$. 
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<table>
<thead>
<tr>
<th>Problem</th>
<th>Time (seconds)</th>
<th>Size (actions + sensing)</th>
<th>PO-PRP Policy Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CLG</td>
<td>PO-PRP</td>
<td>PO-PRP</td>
</tr>
<tr>
<td>cballs-4-1</td>
<td>0.20</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>cballs-4-2</td>
<td>19.86</td>
<td>0.6</td>
<td>0.67</td>
</tr>
<tr>
<td>cballs-4-3</td>
<td>1693.02</td>
<td>87.03</td>
<td>171.28</td>
</tr>
<tr>
<td>cballs-10-1</td>
<td>211.66</td>
<td>1.63</td>
<td>1.57</td>
</tr>
<tr>
<td>cballs-10-2</td>
<td>T</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>ctp-ch-1</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>ctp-ch-5</td>
<td>0.02</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>ctp-ch-10</td>
<td>2.2</td>
<td>0.08</td>
<td>0.02</td>
</tr>
<tr>
<td>ctp-ch-15</td>
<td>133.24</td>
<td>2.79</td>
<td>0.07</td>
</tr>
<tr>
<td>ctp-ch-20</td>
<td>T</td>
<td>M</td>
<td>0.22</td>
</tr>
<tr>
<td>doors-5</td>
<td>0.12</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>doors-7</td>
<td>3.50</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>doors-9</td>
<td>187.60</td>
<td>1.07</td>
<td>1.07</td>
</tr>
<tr>
<td>doors-11</td>
<td>T</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>wumpus-5</td>
<td>0.44</td>
<td>0.14</td>
<td>0.16</td>
</tr>
<tr>
<td>wumpus-7</td>
<td>9.28</td>
<td>1.14</td>
<td>1.54</td>
</tr>
<tr>
<td>wumpus-10</td>
<td>1379.62</td>
<td>7.56</td>
<td>11.17</td>
</tr>
<tr>
<td>wumpus-15</td>
<td>T</td>
<td>51.06</td>
<td>86.16</td>
</tr>
<tr>
<td>wumpus-20</td>
<td>T</td>
<td>M</td>
<td>M</td>
</tr>
</tbody>
</table>

Table 1: Comparing compilation time and conditional plan size for CLG and PO-PRP. Also listed are statistics on the size of policy PO-PRP generates. Bold represents the best performance, while T and M represent time limit or memory exceeded.

4 Evaluation
We compared PO-PRP with the state of the art in offline conditional planning, CLG (Albore, Palacios, and Geffner 2009), to assess both the efficiency of the solving process and succinctness of the generated plans. We measure the efficiency in terms of the time it takes to compute a complete solution, and the succinctness in terms of the generated conditional plan. All experiments were conducted on a Linux desktop with a 3.4GHz processor, with time / memory limits of 1hr / 2GB respectively. The times listed here do not include parsing, but this portion of the solving process never exceeded 3 seconds in the problems tested.3

We consider four domains that fall under the category of simple domains with partial observability and sensing actions: Coloured Balls (cballs), Canadian Traveller’s Problem (ctp-ch), Doors (doors), and Wumpus World (wumpus). The cballs domain involves navigating a known maze to sense for coloured balls and placing them in the correct bin (there is uncertainty in the ball locations and the colour of the balls). The ctp-ch is the variant of the Canadian Traveller’s Problem introduced earlier in the paper where the map consists of a chain of locations connected with a pair of roads (one of which is safe to travel on). The doors domain requires the agent to find the unknown position of a door in a long wall before moving on to another wall. Finally, the classic wumpus domain requires the agent to navigate through a maze of wumpus monsters and pits (which can be sensed in a neighbouring location) in order to retrieve a bag of gold. Aside from ctp-ch, we retrieved all problems from the benchmark set that is included with the online contingent planner of BG, K-Planner (Bonet and Geffner 2011). All problems, example plans, and PO-PRP source is available online at

http://www.haz.ca/research/poprp/

When measuring the size of the conditional plan, we additionally considered the size of the partial policy that is produced when we disable the SCD procedure. In such cases, the conditional plan is almost always a tree, as every belief state reachable by the policy is distinct. We use PO-PRP− to designate the use of PO-PRP with SCD disabled when exporting the conditional plan.

To further assess the succinctness of the partial policy that PO-PRP generates, we include the size of the policy prior to computing the conditional plan. Recall that the policy PO-PRP produces is a mapping of partial belief states to an action – it thus has the potential to be far more compact than a traditional mapping from belief states to actions. Additionally, we list the number of pairs in the policy that were marked as strong cyclic as well as the number of pairs that were used during the construction of the conditional plan.

Table 1 shows the results for a selection of problems from the four domains considered here. The sizes reported for CLG differ from the original published results, as we include the number of branching points (i.e., sensing actions) in our

3The conversion to SAS rarely created multi-valued variables; so we restricted the invariant synthesis of the parser to 3 seconds.

4https://code.google.com/p/cp2fsc-and-replanner/
calculation. Invariant actions are suppressed from the conditional plan for both CLG and PO-PRP, and they do not appear in the totals. For the ‘Policy Size’ column, all refers to the full policy size (i.e., the number of condition-action pairs), strong refers to the number of pairs marked strong cyclic, and used refers to those pairs that were used in generating the conditional plan with PO-PRP. The used column is almost identical for PO-PRP− and is thus omitted.

We found that PO-PRP consistently outperformed CLG in both time to compute a solution and in the size of the final conditional plan. For some domains the size is comparable (e.g., doors and cballs), but the runtime shows a dramatic improvement. This is due in large part to the generalized policy that PRP produces internally, which is used to enumerate the reachable belief states. CLG, in contrast, must continually recompute a weak plan for every new belief state.

The improvement in conditional plan size for PO-PRP over CLG is promising, and it is even more striking when we consider the representation size of the policy. The policy is not smaller than the conditional plan in every case (see for example ctp-ch and wumpus domains), but the policy can be smaller than the conditional plan produced by orders of magnitude. The conditional plan is much more succinct when many of the pairs in the policy are marked as strong cyclic because of the approach we use to compile the conditional plan (cf. Section 3.4). This is most evident in the ctp-ch domain where PO-PRP is able to compute the optimal conditional plan very quickly.

We conclude by noting the potential for further improvement. The SCD procedure of PRP, and subsequently PO-PRP, is merely a sufficient condition. With stronger techniques to mark more of the policy as strong cyclic, we expect the conditional plans produced to be more compact. Additionally, the difference between the all and used columns gives an indication of the amount of redundant or unnecessary information in the policy. This suggests room for improvement in the final policy that PO-PRP produces.

5 Concluding Remarks
Planning under partially observability is a computationally challenging problem applicable to a number of AI endeavours. We focused on solving a compelling class of PPOS problems where the initial state specification includes a set of state constraints and where uncertainty about the state monotonically decreases. We demonstrated how PPOS problems can be solved offline by exploiting and extending a modern FOND planner. In contrast to the commonly held belief that offline planning for PPOS is impractical, PO-PRP can produce conditional plans several orders of magnitude faster and smaller than the best planners. In our view, offline planners come with significant advantages, such as deadend detection, which is critical in certain settings. Our contribution includes novel techniques for solving PPOS problems and producing a compact plan; it opens the door to a new variety of offline planning techniques.

There are many avenues for future work, including generalizing the framework to effectively handle a larger class of problems, and characterizing problems that can be given succinct policy representations (e.g. the ctp-ch domain).
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Abstract
Diagnostic problem solving involves a myriad of reasoning tasks associated with the determination of diagnoses, the generation and execution of tests to discriminate diagnoses, and the determination and execution of actions to alleviate symptoms and/or their root causes. Fundamental to diagnostic problem solving is the need to reason about action and change. In this work we explore these myriad of reasoning tasks through the lens of AI automated planning. We characterize a diversity of reasoning tasks associated with diagnostic problem solving, prove properties of these characterizations, and define correspondences with established automated planning tasks and existing state-of-the-art planning systems. In doing so, we characterize a class of planning tasks with epistemic and ontic goals which we show can be compiled into non-epistemic planning, allowing state-of-the-art planners to compute plans for such tasks. Furthermore, we explore the effectiveness of using the conditional planner Contingent-FF with a number of diagnostic planning tasks.

1 Introduction
Automated diagnosis seeks to determine what is wrong with a system, prompted by some observations of egregious behaviour. As our world becomes increasingly instrumented with sensors – our street corners, our homes, our cars, and even our bodies – and as the infrastructure that controls our power, communication, and transportation systems grows in complexity, we must rely on computers to monitor the state of these systems and to oversee their operation. Unfortunately, these systems can and do malfunction, resulting in diagnostic problems of such enormous complexity that they confound human reasoning.

Diagnostic Problem Solving (DPS) refers to the myriad of reasoning tasks associated with the diagnosis, testing, and repair of a system. In this work we advocate for a purposeful view of diagnostic problem solving. While a naive approach to DPS suggests that we generate candidate diagnoses, identify a unique diagnosis through testing, and then treat or repair, we instead observe that identifying candidate diagnoses may be unnecessary or perhaps only necessary to the extent that it informs an appropriate course of action to be selected – a course of action that may result in the realization of further tests to discriminate diagnoses, or to alleviate the symptoms or potential root causes, potentially without actually identifying a unique root cause.

Example 1 Consider a run-of-the-mill flashlight that is not emitting light. A common response is to turn the flashlight on and off a few times. If it’s still malfunctioning, the most likely hypothesis is that the batteries are dead, but it could also be the case that the bulb is burned out, or that there is a loose connection somewhere. That’s three candidate diagnoses, and there could be more. A typical course of action would be to open up the flashlight, take out the batteries, put in new ones, re-assemble the flashlight and turn it on again. If the flashlight emits light, you’ll likely be happy, recycle the batteries and consider yourself “done.” Your purpose was not to diagnose the flashlight, but rather to get it working again. A more careful examination of what went on shows that the course of action you took, together with the happy outcome that the flashlight is now “working,” served to eliminate the hypothesis that the bulb was burned out, and it tightened the connection, effectively repairing the connection regardless of whether it was faulty or not. This changed the space of hypotheses under consideration. What is equally interesting is that this sequence of actions neither confirmed nor refuted the hypothesis that the batteries were dead. The cause of the faulty behaviour could have been the result of a loose connection which got fixed in the process of changing the batteries. Those batteries you recycled could still be OK! What’s also noteworthy is that if after executing the procedure the flashlight had not emitted light, you would still be left with the hypotheses that the original batteries were dead or that the bulb was broken, but you would also have the further (granted, unlikely) hypothesis that the new batteries were also dead.

The above seemingly simple DPS scenario illustrates the need for reasoning about action and change as well as reasoning about knowledge, and in particular what an agent comes to know about aspects of the world (symptoms and diagnoses in this case) based upon the execution of both world-altering and sensing actions. It is also suggestive of the somewhat subordinate role the actual candidate diagnoses may play in the resolution of a system failure scenario.

In this paper, we explore this purposeful view of diagnostic problem solving through the lens of AI automated planning. Our motivation for doing so is pragmatic. We are interested in characterizing the fundamental knowledge representation and reasoning tasks that underlie DPS in its many guises, but we wish to do so in a manner that supports establishing its correspondence with the state of the art in AI automated planning theory and practice. There have
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been tremendous advances in AI automated planning systems over the last decade and a number of highly optimized planning systems exists. Further there have been significant recent advances in non-classical planning such as conformant or contingent planning that support planning with incomplete information and/or with sensing. A major contribution of this paper is to show that many purposeful DPS tasks that have been heretofore unsolvable can be realized in varying measure through recent advances in state-of-the-art AI planning systems. Our characterization not only allows us to solve certain problems now, but it provides the insight and understanding that will support the realization of these and isomorphically tasks as computational machinery in planning improves in the coming years.

Characterizing diagnostic problem solving tasks in terms of planning builds upon a large body of research that includes research on topics as varied as reasoning about knowledge and action (e.g., Scherl and Levesque 2003; Patrick and Bacchus 2002), planning with epistemic goals (e.g., Herzig, Lang, and Marquis 2003), and conformant (e.g., Palacios and Geffner 2009), contingent (e.g., To, Pontelli, and Son 2011), and classical (e.g., Helmert 2006) planning. We discuss this related research later in the paper.

In Section 2 we introduce the mathematical formalisms upon which our work rests. In Section 3 we introduce the notion of a diagnosis that we use here, and contrast it to other forms of diagnosis discussed in the literature. With a definition of diagnosis in hand, in Section 4 we present the notion of a diagnostic plan, establish its correspondence to known planning paradigms, and establish properties of various forms of diagnostic plans. In Section 5 we introduce a notion of epistemic diagnostic planning – planning to determine a particular diagnosis, or to discriminate diagnoses. We define compelling classes of epistemic goals and then show that it is possible to use state-of-the-art non-epistemic planners to plan for such epistemic goals, by providing a sound and complete translation of such epistemic tasks to conditional planning. In Section 6 we discuss the realization of our newly established diagnostic planning tasks via existing planning systems. We conclude with some reflections on our work, its relationship to other work and future prospects.

2 Preliminaries

In this section we introduce a planning language that will allow us to define various kinds of planning tasks which we then will show can model interesting DPS tasks. In particular, we define a common language for deterministic (classical), conformant, and conditional planning.1 The planning language we present below builds on the ADL planning language (Pednault 1989), and considers extensions for uncertainty about the initial state and conditional plans that have been presented in a similar way by other researchers (e.g.,

1 A paradigm related to conditional planning is contingent planning. Although originally understood to define the same class of problems as conditional planning, current research in contingent planning frequently sees it as an incremental process in which planning is intertwined with execution (see e.g., Brafman and Shani 2012). We thus stick here to conditional planning to emphasize that we are looking for a conditional plan in an offline manner.

Palacios and Geffner 2009; To, Pontelli, and Son 2011).

2.1 Dynamical Systems

Dynamical systems can be formally described in many ways. In this paper we model them as transition systems, which we represent with a standard planning language. As such, transitions occur as the result of actions described in terms of preconditions and effects, and the domain is finite (i.e., there is a finite number of system configurations).

Formally, a dynamical system is a tuple \( \Sigma = (F, A, \Omega, I) \), where \( F \) is a finite set of fluent symbols, \( A \) is a set of deterministic actions, \( \Omega \) is a set of sensing actions, and \( I \) is a set of clauses over \( F \) that defines a set of possible initial states. If \( p \in F \), then \( p \) and \( \neg p \) are fluent literals. If \( \ell \) is a literal, we denote its complement by \( \bar{\ell} \); thus, \( \bar{\ell} = \neg \ell \) and \( \neg \bar{\ell} = \ell \). Every action \( a \in A \) is defined by a precondition \( \text{prec}(a) \), which is a conjunction of fluent literals, and \( \text{eff}(a) \), a set of conditional effects of the form \( C \rightarrow L \), where \( C \) is a conjunction of fluent literals and \( L \) is a fluent literal. We sometimes write the unconditional effect \( \rightarrow L \) as simply \( L \), and use \( \text{true} \) to denote an empty precondition. Each sensing action, on the other hand, is defined by its precondition \( \text{prec}(a) \), which is a conjunction of fluent literals, and \( \text{obs}(a) \), which is the fluent literal that is observed by the sensing action.

A system state \( s \) is a set of fluent symbols, which intuitively defines all that is true in a particular state of the dynamical system. For a system state \( s \), we define \( M_s : F \rightarrow \{ \text{true, false} \} \) as the truth assignment that assigns the truth value \( \text{true} \) to \( p \) if \( p \in s \), and assigns \( \text{false} \) to \( p \) otherwise. We say a state \( s \) is consistent with a set of clauses \( C \), if \( M_s \models c \) for every \( c \in C \).

We denote by \( S_0 \) the set of planning states consistent with the clauses of the initial state \( I \). We say a dynamical system has a complete initial state iff \( |S_0| = 1 \); i.e., \( I \) has only one model. \( \Sigma \) has an incomplete initial state iff \( |S_0| > 1 \). We formalize the notion of conditional plans through action trees as follows.

Definition 1 (Action Tree) Given a system \( \Sigma = (F, A, \Omega, I) \), an action tree \( T \) is:

- \( \varepsilon \) (the empty tree); or
- \( aT' \), where \( a \in A \) and \( T' \) is an action tree; or
- \( a(T',T'') \), where \( a \in \Omega \) and \( T' \) and \( T'' \) are action trees.

We denote by \( T_S \) the set of action trees in \( \Sigma \). Furthermore, we say that an action \( a \) is executable in a state \( s \) if \( M_s \models \text{prec}(a) \). If \( a \in A \) is executable in a state \( s \), we define its successor state as \( \delta(a, s) = (s \setminus \text{Del}) \cup \text{Add} \), where \( \text{Add} \) contains a fluent \( f \) iff \( C \rightarrow f \) is an effect of \( a \) and \( M_s \models C \). On the other hand \( \text{Del} \) contains a fluent \( f \) iff \( C \rightarrow \neg f \) is an effect of \( a \) and \( M_s \models C \).

Now we define how to compute the set of states that result from executing an action tree. To that end, we define the relation \( \models \Sigma ; \mathcal{S} \subseteq 2^F \) such that \( (T, S) \models \Sigma \langle (T', S') \rangle \) intuitively means that if the agent is in any of the states in \( S \), then performing one step of \( T \) results in being in some state in \( S' \), with action tree \( T' \) remaining. Formally,

- \( (aT, S) \models \Sigma \langle (T', S') \rangle \) if \( a \) is executable in every state in \( S \), and \( S' = \{ \delta(a, s) \mid s \in S \} \).
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• \((a(T', T), S) \vdash_\Sigma (T, S')\) if \(a\) is executable in every state in \(S\) and \(S' = \{ s \in S \mid M_s \models \text{obs}(a) \}\) or \(S' = \{ s \in S \mid M_s \not\models \text{obs}(a) \}\).

We use \(\vdash\) instead of \(\vdash_\Sigma\) when the transition system is obvious from the context. We denote by \(\vdash^*\) the reflexive and transitive closure of \(\vdash\). This allows us to define what states result from executing an action tree in the initial state.

**Definition 2 (Resulting State)** Given a transition system \(\Sigma\), state \(s\) is a resulting state from executing action tree \(T\) in \(\Sigma\) iff \((T, S_0) \vdash^* (s, S')\) and \(s \in S'\).

### 2.2 Classical, Conformant, and Conditional Planning

Below we define classes of planning tasks that have been studied extensively by the planning community. Deterministic (classical) planning is the most standard form of planning in which there is a unique initial state, and hence knowledge about the state of the world is always complete. In conformant planning, on the other hand, there is uncertainty but no observability, and actions that change the state of the world are deterministic; hence solutions to these tasks are sequences of actions. Finally, in conditional planning, there is uncertainty about the initial state and the agent may observe the world through sensing actions. The resulting plan in this case is typically an action tree.

**Definition 3 (Classes of Planning Tasks)** Given a set of literals \(G\), and a system \(\Sigma = (F, A, \Omega, I)\) we define the following classes of planning tasks:

- \((\Sigma, G)\) is a deterministic or classical planning task if \(I\) defines a complete initial state and \(\Omega = \emptyset\).
- \((\Sigma, G)\) is a conformant planning task if \(I\) does not define a complete initial state and \(\Omega = \emptyset\).
- \((\Sigma, G)\) is a conditional planning task if \(I\) does not define a complete initial state and \(\Omega \neq \emptyset\).

**Definition 4 (Plan)** Action tree \(T\) is a plan for planning task \((\Sigma, G)\) iff for every state \(s_T\) that may result from the execution of \(T\) in \(\Sigma\) it holds that \(M_{s_T} \models G\).

When \(T\) is a plan for a deterministic task, then we say \(T\) is a deterministic plan. Analogously, we use the terms classical plan, conformant plan, and conditional plan.

### 3 Characterizing Diagnoses

Automated diagnosis has long been a problem of interest to the AI community. Well-publicized early work focused on expert systems approaches as exploited in the medical diagnosis expert systems MYCIN. In the mid-1980’s AI researchers turned their attention to model-based diagnosis. Early work in this area included Genesereth’s DART system (Genesereth 1984), as well as GDE, the General Diagnosis Engine by de Kleer and Williams (de Kleer and Williams 1987) among others. In 1987 Reiter published his seminal paper formalizing the notion of consistency-based diagnosis (e.g., Pryor and Collins 1996) assumed complete observability of the world. However, current state-of-the-art solvers consider sensing actions as the only mechanism to observe the world (e.g., To, Pontelli, and Son 2011). and minimal diagnosis, which were predicated on a so-called first principles model of the normative behaviour of a system (Reiter 1987). This characterization defined a diagnosis to be a minimal set of components that must be designated as abnormal in order for observations of system behaviour to be logically consistent with the model (axiomatization) of the system. The exploitation of fault models and other aspects of system behaviour and function necessitated a more stringent characterization of diagnosis in terms of abduction (e.g., (Console and Torasso 2006), (Poole 1994)) in which faults or other explanations were posited in order to entail or otherwise explain observations. Such abductive diagnoses were originally conceived to work with fault models, rather than normative models, in order to entail faulty behaviour. de Kleer, Mackworth, and Reiter published a follow-on to Reiter’s 1987 paper in 1992 that combined aspects of abductive and consistency based diagnosis into kernel diagnoses (de Kleer, Mackworth, and Reiter 1992). All of these characterizations of diagnosis related to static systems, described using a triple \((SD, COMPS, OBS)\) – the system description, a finite set of components to be diagnosed, and an observation. There was no notion of system dynamics – just a single state.

The systems we are concerned with in this paper include not only these static descriptions but also a rich theory of action that supports diagnostic planning in its many guises. We begin with a definition of such a diagnostic system.

- \(SD\), the system description, a set of propositional sentences;
- \(COMPS\), the components, a finite set of constants;
- \(OBS\), the observation, a conjunction of ground literals;
- \(\Sigma = (F, A, \Omega, I)\), a dynamical system that describes actions relevant to diagnostic problem solving tasks associated with the system described by \(SD\).

We illustrate these with a simple example.

**Example.** Consider a flashlight, comprised of a battery and a switch. If the switch is on and both the battery and switch are operating normally, then light will be emitted. This fact can be described by the following logical formula, which is included in the system’s description \(SD\):

\[
on \land \neg AB(battery) \land \neg AB(switch) \supset light.
\]

The set of system components is simply defined by \(COMPS = \{battery, switch\}\).

Now we assume the flashlight can be operated by a human user. The available actions are: turn on the switch, change the battery, and fix the switch. In addition, we have the ability to observe whether or not there is light in the room. The dynamics of these actions is described using a transition system \(\Sigma\), where \(F = \{on, AB(switch), AB(battery), light\}\), \(A = \{turn-on, change-battery, fix-switch\}\), and \(\Omega = \{sense-light\}\). The effects of the actions are described using our planning language as shown by Table 1.
<table>
<thead>
<tr>
<th>a</th>
<th>prec(a)</th>
<th>Effect/Observation</th>
</tr>
</thead>
<tbody>
<tr>
<td>turn-on</td>
<td>¬on</td>
<td>on</td>
</tr>
<tr>
<td>change-battery</td>
<td>true</td>
<td>¬AB(battery)</td>
</tr>
<tr>
<td>fix-switch</td>
<td>true</td>
<td>¬AB(switch)</td>
</tr>
<tr>
<td>sense-light</td>
<td>true</td>
<td>light</td>
</tr>
</tbody>
</table>

Table 1: Preconditions and direct effects of the actions in our flashlight example.

<table>
<thead>
<tr>
<th>a</th>
<th>New Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>turn-on</td>
<td>¬AB(battery) ∧ ¬AB(switch) → light</td>
</tr>
<tr>
<td>change-battery</td>
<td>on ∧ ¬AB(switch) → light</td>
</tr>
<tr>
<td>fix-switch</td>
<td>on ∧ ¬AB(battery) → light</td>
</tr>
</tbody>
</table>

Table 2: Additional effects of actions in our example theory.

behaviour in a system. On the other hand, the system description describes complex interactions between the components of the system.

Our notion of diagnostic system, which we define formally below, intuitively integrates the system description SD with the dynamics of the world described by Σ. In doing so, we need to address the so-called ramification problem – the problem of characterizing the indirect effects of actions. To see why this is, in our example, observe that performing the action turn-on may have the indirect effect of light, under the condition ¬AB(battery) ∧ ¬AB(switch).

The ramification problem is a well-studied problem in the KR community (e.g., Lin 1995; McCain and Turner 1995; Thielser 1995; Sandewall 1996; Pinto 1999; Strass and Thielser 2013) and has also been previously studied in the specific context of DPS (e.g., McIlraith 2000; McIlraith and Scherl 2000). For the purposes of this paper, we adopt an existing solution to the ramification problem that compiles the indirect effects of actions into additional direct effects of actions proposed both by Pinto (1999) and in variation most recently by Strass and Thielser (2013). The solution is predicated on augmentation of the constraints, SD, that additionally captures the causal relationship between fluents. These causal relationships have historically been captured via an explicit causal relation in the constraints (e.g., Lin 1995; McCain and Turner 1995) or by the augmentation of SD with a causal graph structure that ranges over the literals in SD (e.g., McIlraith 2000).

Example (continued). In our flashlight example, we consider the following ramification constraint, which is extracted directly from SD.

\[ \text{on} \land \neg \text{AB(battery)} \land \neg \text{AB(switch)} \text{ causes light.} \]

From there, we use Pinto’s algorithm (1999) to compute additional effects for the actions in our theory. Some of the resulting effects are shown in Table 2.

Now we provide a formal definition for a diagnostic system.

Definition 5 (Diagnostic System) Given SD, COMPS, OBS, and Σ = (F, A, Ω, I), as defined above, a diagnostic system ΣSD is a tuple (F’, A’, Ω, I’) where:

- F’ contains the elements in F and in Vars(SD), the propositional variables in SD, and ground fluents of the form AB(c) for every c ∈ COMPS;
- A’ contain the same actions in A but augmented, following Pinto (1999), with conditional effects to address the ramification problem that emerges from the integration of Σ and SD;
- I’ = I ∪ SD ∪ OBS.

Note that the initial state I’ contains both the system’s description and the observation. In our example, we could have that I = {on} and that OBS = {¬light}. By including SD in I’ we enforce that states consistent with I’ have at least one abnormal component. Note that an alternative means of characterizing a diagnostic system is to treat ramifications as further actions that are triggered by direct effects.

We now formally define the notion of diagnosis, which we borrow from de Kleer, Mackworth, and Reiter (1992)’s, in which we posit a minimal subset of components that must be behaving abnormally in order to account for the observation in the initial state of our dynamical system. To facilitate explication, we appeal to a characterization of diagnosis in terms of abnormal components; however the work in this paper is applicable to a diversity of definitions of diagnoses or hypotheses and need not rely on the use of distinguished components. The generalization is straightforward. Recall that I’, of ΣSD, includes our observation, OBS of (potentially egregious) behaviour.

Definition 6 (Diagnosis) Given a diagnostic system ΣSD, \( \Delta \subseteq \text{COMPS} \) is a diagnosis iff

\[ I' \cup \bigcup_{c \in \Delta} \text{AB}(c) \cup \bigcup_{c' \in \text{COMPS}\setminus \Delta} \neg \text{AB}(c') \text{ is satisfiable.} \]

Definition 7 (Minimal Diagnosis) \( \Delta \) is a minimal diagnosis of \( \Sigma_{SD} \) if \( \Delta \) is a diagnosis and no other proper subset \( \Delta' \) of \( \Delta \) is a diagnosis.

In previous work, we examined diagnosis of dynamical systems with respect to a narrative of observations that evolved over a period of time. We characterized the notion of an explanatory diagnosis in the situation calculus (Sohrabi, Baier, and McIlraith 2010; McIlraith 1998) and relatedly the notion of an explanation in a planning-inspired propositional language (Sohrabi, Baier, and McIlraith 2011). These definitions of diagnosis and explanation conjecture a set of zero or more assumptions together with a sequence of actions to account for the observations. These definitions of diagnosis and explanation are not at odds with what is proposed here. Indeed, a diagnosis, \( \Delta \) would hold in the final state of an explanatory diagnosis, with OBS as the final observation of the narrative of observations used to construct the explanatory diagnosis. The generation of explanatory diagnosis looks back in time to conjecture what happened based on past observations. Observations going forward are integrated with the diagnostic plans.

4 Diagnostic Planning

While automated diagnosis remains a well-studied area of research, we argue for a purposeful view of diagnosis. In
particular, rather than generating candidate diagnoses and performing tests to identify a unique diagnosis, after which a course of action (amelioration/treatment) is determined, we argue that the determination of a unique diagnosis is generally not an end in itself and that a pragmatic view of DPS should focus on acting.

One argument in support of this viewpoint is that in many settings there are a limited number of courses of action that can achieve a particular goal. These actions/plans induce an equivalence class of diagnoses for which a particular course of action is relevant. For example, many families of bacterial infection require treatment with the same antibiotic and we need not completely discriminate the nature and location of the infection before treating. Similarly, if a photocopier is malfunctioning, despite the ability to perform an in-depth diagnosis, the first course of action is often to turn the machine off and on, resolving a large family of faults simultaneously without the need for time-consuming, and time-wasting in this case, differential diagnosis.

All of the diagnostic planning tasks we examine take the same general form. The dynamical model of the system, \( \Sigma_{SD} \), is augmented with additional information about the initial state, the goal state and some constraints that need to be enforced throughout execution of the plan. In this section, we provide a general formulation of a diagnostic plan. We discuss the diversity of diagnostic tasks that can be achieved via the specification of different initial conditions, goals, and constraints, and the complexity of plan existence in some of these different settings. While the types of plans we are interested in here change the state of the world, we are also interested in plans that are designed to change our state of knowledge without necessarily changing (much of) the world. In the section that follows, we look at epistemic goals – planning to know whether or not a diagnosis is true, to refute a diagnosis, or to discriminate a collection of candidate diagnoses.

**Definition 8 (Diagnostic Plan)** Given a diagnostic planning task \( (\Sigma_{SD}, Init, \Phi, G) \) where

- \( \Sigma_{SD} = (F, A, \Omega, I) \), is the diagnostic system;
- \( Init \), is a set of logical formulae that provide additional information about the initial state;
- \( \Phi \), is a logical formula representing additional state constraints that must be enforced throughout the plan; and
- \( G \), is a set of literals that prescribe the diagnostic planning goal,

and where \( Init \cup I \cup \Phi \) is satisfiable.

An action tree \( T \) is a diagnostic plan for the diagnostic planning task \( ((F, A, \Omega, I \cup Init), G) \) under the constraint of \( \Phi \) iff \( T \) is a plan for the planning task \( ((F, A, \Omega, I \cup Init), G) \), and for every \( S \) such that \( (T, S_0) \models^* (T', S) \) it holds that \( M_s \models \Phi \), for every \( s \in S \).

4.1 Properties of Diagnostic Plans

As evident from the definition presented, our characterization of a diagnostic plan is coupled to our previously defined classes of planning tasks. These classes differ with respect to the completeness of their initial states and whether they exploit sensing of any form. Such characteristics have implications with respect to the complexity of planning.

The following are the complexity classes of the decision problem for the different planning tasks.

**Theorem 1 (Diagnostic Planning w/ Complete Info.)** Given a diagnostic planning problem \( (\Sigma_{SD}, Init, \Phi, G) \), if \( I \cup Init \cup \Phi \) defines a complete initial state and if \( \Omega = \emptyset \) then this is a classical planning task and deciding whether there exists such a plan is PSPACE-complete.

This result follows from Bylander’s result on the complexity of deterministic planning (Bylander 1994).

**Theorem 2 (Diagnostic Planning without Sensing)** Given a diagnostic planning problem \( (\Sigma_{SD}, Init, \Phi, G) \), if \( \Omega = \emptyset \) but \( I \cup Init \cup \Phi \) does not define a complete initial state then this is a conformant planning problem and deciding whether there exists such a plan is EXPSPACE-complete.

This follows from Haslum’s result on the complexity of conformant planning (Haslum and Jonsson 1999). Finally,

**Theorem 3 (Diagnostic Planning with Sensing)** Given a diagnostic planning problem \( (\Sigma_{SD}, Init, \Phi, G) \), if \( I \cup Init \cup \Phi \) does not define a complete initial state and \( \Omega \neq \emptyset \) then this is a conditional planning problem and deciding whether there exists such a plan is 2-EXPTIME-complete.

This follows from Rintanen’s results on the complexity of conditional planning (Rintanen 2004).

4.2 The Many Guises of Diagnostic Planning

Our characterization of a diagnostic plan encompasses a diversity of DPS scenarios. Here we informally explore some of these varied scenarios in order to illustrate the broad utility of our characterization. Each scenario is realized by varying the \( Init \) and \( G \) and can be performed with or without sensing as the scenario necessitates, and with commensurate implications regarding the type of planer.

**Eradicate egregious behaviour** By setting \( Init = \emptyset \) and \( G = \neg OBS \) we can plan to eradicate behaviour without first explicitly computing a diagnosis. If sensing is permitted, sufficient information will be garnered to select an appropriate course of action. Such information may or may not entail a unique diagnosis as illustrated in some of the previous examples. Without sensing, a conformant plan will be generated (where possible) that will work regardless of what is wrong with the system.

**Fix the system, given a diagnosis** Given a diagnosis \( \Delta \), \( Init = \{ AB(c) \mid c \in \Delta \} \cup \{ \neg AB(c) \mid c \in COMPS \setminus \Delta \} \) and \( G = \bigwedge_{c \in \Delta} \neg AB(c) \). When a unique diagnosis has been determined, this can be added to the initial state and a plan generated accordingly. In such a case \( I \) may transform or be transformable into a classical planning problem, greatly diminishing the computational effort involved in generating a plan. \( Init \) may also be used to capture the set of candidate diagnoses. (E.g., \( The \ car \ won’t \ start \ because \ it’s \ either \ out \ of \ gas \ or \ the \ battery \ is \ dead. \)) Even in a scenario such as this one, the best plan may require no sensing since this candidate diagnosis set may dictate the same “fix” – call for road-side assistance.
Assume a diagnosis and fix it or eradicate behaviour
We can also use the planner to do what-if planning.
Whereas the previous scenario used $Init$ to add facts to the initial state, it is often compelling to assume a particular likely diagnosis and generate a plan that will work predicated on the assumption being correct. (E.g., Assume the battery is dead and fix it.) A subset of candidate diagnoses may similarly be assumed.

Discriminate between different diagnoses

Given two diagnoses $\Delta_1$ and $\Delta_2$, return a plan to determine which one of $\Delta_1$ or $\Delta_2$ may be causing the egregious behaviour. We require a notion of epistemic goals, which we define below, to formalize this as a planning problem.

Our definition of diagnostic plan also supports the enforcement of (safety) constraints. There are a number of compelling uses for such constraints, particularly in cases where a diagnosis is being assumed. In such a scenario, the user may wish to prescribe avoidance of things that would be fatal should the assumptions be flawed (e.g., giving penicillin to a patient with allergies). Constraints of this form can often be compiled away so as not to add to the difficulty of planning. Finally, the user can exercise flexibility in eliminating sensing actions to generate conformant rather than contingent plans, or to enforce $\Phi$ by eliminating the actions that would result in its violation.

5 Epistemic Diagnostic Planning

In the previous section we examined tasks to achieve some state of the world. Here we wish to generate plans to achieve epistemic goals. For example, we may wish to generate a plan to know a particular diagnosis (E.g., I know Ralph has meningitis), to discriminate between diagnoses (E.g., I know Ralph has one and only one of meningitis, strep-A, or influenza), or to eliminate a diagnosis (E.g. I’ve eliminated the possibility that Ralph has strep-A).

The notion of planning and reasoning to achieve a state of knowledge dates back to work by Moore. Scherl and Levesque (2003) later integrated Moore’s approach with Reiter’s solution to the frame problem (2001). More recently, epistemic planning has been discussed in the context of dynamic epistemic logic (e.g., (Herzig, Lang, and Marquis 2003; Andersen, Bolander, and Jensen 2012).

Currently, there are no competitive planning systems that implement the possible world semantics. There are a few systems that however implement the idea of knowledge-level planning in which the knowledge of the agent is explicitly represented as propositions of the language (e.g., using a fluent $KF$ to represent that the agent knows $F$). These planners are capable of carrying out a limited, but still reasonably expressive form of reasoning about knowledge. A few systems like PKS (Petrick and Bacchus 2002) adopt the approach of planning at the knowledge level to implement these ideas. Planning at the knowledge level may achieve good performance in many planning benchmarks however, their ability to reason about knowledge is limited. Along the same lines, Palacios and Geffner (2009) proposed a compilation technique that maps contingent planning into knowledge-level deterministic tasks. As expected, their translation is compact, sound, and complete for only a certain class of problems (Palacios and Geffner 2009).

While many simple epistemic diagnostic planning tasks can indeed be mapped into knowledge-level planning domains we propose an alternative compilation into conditional planning with sensing actions. Our motivation is practical since this enables computing diagnoses with a variety of existing planning systems.

Our translation still takes a somewhat impoverished view of the world, choosing not to appeal to rich modal theories of knowledge and belief in favour of adopting the stance of planning at the so-called belief level. In this view, the state of the system captures the agent’s beliefs about the world. Specifically, in the initial state, we assume that the agent knows any formula $\phi$ that is such that for every $s$ consistent with $I$ it holds that $M_s \models \phi$. Similarly, when the agent performs actions, the agent knows all formulae that hold in all states that it could reach. Formally, given a set of states $S$, and a formula $\phi$, we say that:

$$K(\phi, S) \text{ iff } M_s \models \phi \text{ for each } s \in S,$$

where the intuitive meaning of $K(\phi, S)$ is that the agent knows $\phi$ when the set of states it is possibly in is $S$.

With this definition in hand we are ready to define our notion of planning with epistemic goals.

**Definition 9 (Epistemic Plan)** Let $\Sigma = (F, A, \Omega, I)$ be a transition system and $S_0$ be the set of all plan states consistent with $I$. Then,

- $T$ is a plan for $\text{Know}(\phi)$ iff for every $S$ such that $(T, S_0) \vdash^* (\epsilon, S)$ it holds that $K(\phi, S)$,

- $T$ is a plan for $\text{KnowWhether}(\phi)$ iff for every $S$ such that $(T, S_0) \vdash^* (\epsilon, S)$ it holds either $K(\phi, S)$ or $K(\neg \phi, S)$, and

- $T$ is a plan for $\text{Discriminate}(\phi, \psi)$ iff for every $S$ such that $(T, S_0) \vdash^* (\epsilon, S)$ it holds either $K(\phi \land \neg \psi, S)$ or $K(\neg \phi \land \psi, S)$.

Under this definition it is simple to prove that $T$ is a plan for $\phi$ if and only if $T$ it is an epistemic plan for $\text{Know}(\phi)$. This is compatible with our notion of planning at the belief level: the knowledge of the agent is captured by the set of states the agent is at. This also means that if one wants a plan for $\text{Know}(\phi)$, then one can obtain such a plan by querying a regular conditional planner for the goal $\phi$. However, it is not immediately straightforward how to obtain plans for the other types of epistemic goals using a conditional planner. For example, using the non-epistemic goal $\phi \lor \neg \phi$ instead of $\text{KnowWhether}(\phi)$ would not work since $\phi \lor \neg \phi$ is tautological and therefore achieved by every action tree.

Interestingly, it is possible to treat all types of epistemic goals as ontic planning. Below we propose a simple compilation which maps our notion of planning with epistemic goals to ontic conditional planning.

5.1 From Epistemic Planning to Conditional Planning

Given an epistemic goal of the form $\text{KnowWhether}(\phi)$, the main idea underlying this compilation is to add an additional fluent $kw-\phi$ that can be used to replace the epistemic goal $\text{KnowWhether}(\phi)$. 

To simplify the presentation we will assume, for now, that the goal is \( \text{KnowWhether}(L) \), where \( L \) is a literal, and that as usual \( \Sigma = (F, A, \Omega, I) \) is the transition system. The compiled planning problem is \( \Sigma' = (F', A', \Omega, I) \), and \( F' \) and \( A' \) are generated by performing the following steps:

1. Let \( F' = F \cup \{ \text{kw-L} \} \).
2. Add to \( A' \) all actions in \( A \) plus actions \( \text{kw-act-pos-L} \) and \( \text{kw-act-neg-L} \), whose preconditions are, respectively, \( L \) and \( \overline{L} \). Both actions have a single effect, \( \text{kw-L} \).
3. For each action \( a \) in \( A' \) that contains either \( C \imp L \) or \( C \nto L \) as a conditional effect, for some \( C \) different from \( \{ \text{true} \} \), we add the unconditional effect \( \neg \text{kw-L} \) to \( a \).

Note that Step 2 generates actions that add the fact \( \text{kw-L} \). These actions can only be performed if the set of states the agent believes it is in, say, \( S \), is such that \( K(L, S) \) or \( K(\overline{L}, S) \) (i.e., the agent knows whether \( L \) is true). Step 3 handles the case in which there may be “loss of knowledge” due to a conditional effect of an action. To see this, imagine a system with a single action \( A \) which is always executable and which has conditional effect \( p \imp L \). Assume \( I \) is such that the set of states consistent with \( I \) is \( \{ \{p\}, \{\} \} \). Even though the agent knows whether \( L \) in the states of \( I \), it is not the case anymore after performing \( A \), since the set of resulting states is \( \{ \{p, L\}, \{\} \} \).

We now prove that our proposed translation is sound and complete, in the senses defined below.

**Theorem 4 (Completeness)** Let \( \Sigma = (F, A, \Omega, I) \) be a transition system, and let \( \Sigma' \) be defined as above. If \( T \) is a plan for \( (\Sigma, \text{KnowWhether}(L)) \) then there exists a plan \( T' \) for \( (\Sigma', \text{kw-L}) \) which differs from \( T \) only in that it contains actions of the form \( \text{kw-act-pos-L} \) or \( \text{kw-act-neg-L} \) at the end of each of \( T \)'s branches.

**Proof.** We note that if there exists an action tree \( T \) that is a plan for \( (\Sigma, \text{KnowWhether}(L)) \) then we can construct a plan \( T' \) for \( (\Sigma', \text{kw-L}) \) by simply adding an additional \( \text{kw-act-pos-L} \) or \( \text{kw-act-neg-L} \) as the final action in each branch of the tree. Such actions are executable at that point since it holds that \( K(L, S) \) or \( K(\overline{L}, S) \), where \( S \) is the set of states reached by that branch.

**Theorem 5 (Soundness)** Let \( \Sigma = (F, A, \Omega, I) \) be a transition system, and let \( \Sigma' \) be defined as above. If \( T \) is a plan for \( (\Sigma', \text{kw-L}) \) then, by removing all actions of the form \( \text{kw-act-pos-L} \) or \( \text{kw-act-neg-L} \) from \( T \) we obtain an action tree that is a plan for \( (\Sigma, \text{KnowWhether}(L)) \).

**Proof.** Let \( T \) be a plan for \( \text{kw-L} \). Take any \( S_f \) that results from the execution of a branch of \( T \); i.e., such that \( (T, S_0) \mathrel{\vdash^+} (\epsilon, S_f) \). Observe that \( \text{kw-L} \in S_f \). Now let \( (kT', S) \) be the configuration visited by the execution of the branch in which \( \text{kw-L} \) is added for the last time (here \( k \) is either \( \text{kw-act-pos-L} \) or \( \text{kw-act-neg-L} \)). In other words, let \( S \) be such that \( (T, S_0) \mathrel{\vdash^+} (kT', S) \mathrel{\vdash} (T_1, S_1) \mathrel{\vdash} (T_2, S_2) \mathrel{\vdash} (T_n, S_n) \), with \( T_0 = \epsilon, S_0 = S_f \), and such that for all \( i \in \{1, \ldots, n\}, \text{kw-L} \in S_i \). Because \( k \) is executable in \( S \), either \( K(L, S) \) or \( K(\overline{L}, S) \) holds. Furthermore, because \( S \) and \( S_1 \) differ in at most \( \text{kw-L} \), it also holds that either \( K(L, S_1) \) or \( K(\overline{L}, S_1) \) holds. Now assume that it holds that \( K(L, S_i) \) or \( K(\overline{L}, S_i) \) for some \( i \geq 1 \). Since \( \text{kw-L} \in S_{i+1} \) the action that was performed in \( S_i \) to yield \( S_{i+1} \) was either an action that does not change the truth value of \( L \) or changes it unconditionally (in other words, it is not an action modified by Step 3 of the compilation). In either case it holds either \( K(L, S_i) \) or \( K(\overline{L}, S_i) \). We conclude that \( K(L, S_n) \) or \( K(\overline{L}, S_n) \), which means that \( T \) achieves \( \text{KnowWhether}(L) \). We observe now that if we remove all occurrences of \( \text{kw-act-pos-L} \) or \( \text{kw-act-neg-L} \) we obtain a plan that also achieves \( \text{KnowWhether}(L) \).

Now consider the epistemic goal \( \text{Discriminate}(L_1, L_2) \), where \( L_1 \) and \( L_2 \) are literals. The compilation follows the same intuitions from above. We generate a new transition system \( \Sigma' = (F', A', \Omega, I) \), where and \( F' \) and \( A' \) are computed by performing the following steps:

1. Let \( F' = F \cup \{ \text{disc-L}_1 \to L_2 \} \).
2. Add to \( A' \) all actions in \( A \) plus actions \( \text{disc-act-1-L}_1 \to L_2 \) and \( \text{disc-act-2-L}_1 \to L_2 \), whose preconditions are \( \{L_1, \overline{L}_2\} \) and \( \{\overline{L}_1, L_2\} \). Both actions have a single effect, \( \text{disc-L}_1 \to L_2 \).
3. For each action \( a \) in \( A' \) that contains \( C \to L_1, C \to \overline{L}_1, C \to L_2, \) or \( C \to \overline{L}_2 \) as a conditional effect, for some \( C \), we add the unconditional effect \( \neg \text{disc-L}_1 \to L_2 \) to \( a \).

This translation is also sound and complete. The proofs are similar to the ones presented above.

**Theorem 6 (Completeness)** Let \( \Sigma = (F, A, \Omega, I) \) be a transition system, and let \( \Sigma' \) be defined as above. If \( T \) is a plan for \( (\Sigma, \text{Discriminate}(L_1, L_2)) \) then there exists a plan \( T' \) for \( (\Sigma', \text{disc-L}_1 \to L_2) \) which differs from \( T \) only in that it contains actions of the form \( \text{disc-act-1-L}_1 \to L_2 \) or \( \text{disc-act-2-L}_1 \to L_2 \) at the end of each of \( T \)'s branches.

**Theorem 7 (Soundness)** Let \( \Sigma = (F, A, \Omega, I) \) be a transition system, and let \( \Sigma' \) be defined as above. If \( T \) is a plan for \( (\Sigma', \text{Discriminate}(L_1, L_2)) \) then, by removing all actions of the form \( \text{disc-act-1-L}_1 \to L_2 \) or \( \text{disc-act-2-L}_1 \to L_2 \) from \( T \) we obtain an action tree that is a plan for \( (\Sigma, \text{Discriminate}(L_1, L_2)) \).

Extending the Compilation to Formulae We have discussed how to compile goals of the form \( \text{KnowWhether}(L) \) and \( \text{Discriminate}(L_1, L_2) \), for the case of literals. To extend our compilation to general formulae we can use a pre-compilation step in which, for each formula \( \phi \) involved in the epistemic goal, we generate the ramification constraints \( \phi \text{ causes } L_\phi \) and \( \neg \phi \text{ causes } \neg L_\phi \). Then we apply the compilation we described above. Soundness and completeness now follows from the theorems above together with soundness of the compilation of ramifications into effect axioms.

6 Computing Diagnostic Plans

The purpose of this paper was largely to define the theoretical underpinnings that support the exploitation of state-of-the-art AI planning systems for diagnostic problem solving. As such, our translation can be exploited by any planning system capable of handling conditional effects and sensing actions; in particular it can be used along with conditional
planners such as Contingent-FF (Hoffmann and Brafman 2005), POND (Bryce, Kambhampati, and Smith 2006), and the CNF- and DNF-based conditional planners by To, Pontelli, and Son (2011).

Our translation could also be used with the latest contingent online planning systems CLG (Albore, Palacios, and Geffner 2009), CLG+ (Albore and Geffner 2009), and the SDR planner by (Brafman and Shani 2012), even though some of these systems may not return a complete conditional plan. However, for our experiments we wished to generate offline conditional plans and we opted to use Contingent-FF.

We developed 8 diagnostic planning problem scenarios in the following domains: an extension of the light-switch-battery domain given in the Section 3 example, an agent moving between rooms fixing light bulbs to complete a circuit, and embedded computer chips. We varied the complexity of the problems and ran them with Contingent-FF using a PC with an Intel Xeon 2.66 GHz processor with 4GB RAM running Linux. The simple problems generated reasonable plans, requiring from under 0.01 seconds to 0.03 seconds to complete. The more complex problems resulted in poor quality plans that favoured conformant rather than contingent solutions. We attribute much of this poor quality to the general effectiveness of the planner and how it’s underlying heuristics interact with our modeling of ramifications. We also experimented with encoding ramifications as additional actions rather than compiling them into effects. In future work, we will explore different representations for our ramification constraints across different planners.

An interesting result came from the problems created for the embedded computer chips domain, which consists of a collection of computer chips which themselves contain chips, and so forth, where all chips must be working normally for the output to be displayed. When allowing the planner to sense the status of and replace any chip, the resulting plan was always to replace the top level chips. This supports the notion of taking a purposeful view of diagnosis – it can be much faster to simply repair the issue than to determine the unique diagnosis. More generally, selecting the best course of purposeful actions can be informed by many factor including the cost of actions (sensing and world altering), time-criticality of a response, and issues of specificity or generality with respect to how a grouping of related faults should be addressed (e.g., fix them individually vs. doing a more general fix).

7 Related Work and Concluding Remarks

In addition to the literature on model-based diagnosis cited in Section 3, there is a body of previous work that relates diagnosis to theories of action in some guise. The relationship between actions and diagnoses was observed sometime ago by (e.g., Cordier and Thiebaux 1994; McIlraith 1994), while Sampath et al. (1995) were the first to present comprehensive results diagnosing discrete event systems via finite state automata. Thielser (1997), McIlraith (1998), and subsequently Iwan (2001) and Baral, McIlraith, and Son (2000) cast the diagnosis problems in terms of an AI theory of action and change. More recently Grastien et al. (2007), Sohrabi, Baier, and McIlraith (2010), Lamperti and Zanella (2011) and Yu, Wen, and Liu (2013) have all addressed aspects of dynamical diagnosis.

Specifically in the area of diagnostic and repair planning, the most notable related work is that of Baral, McIlraith, and Son (2000) who introduced the notion of diagnostic and repair plans as conditional plans, and who have a treatment of causality and sensing. That work shares a number of intuitions with the work presented here, but without the focus on planning for epistemic goals, and the correspondence to conformant and contingent planning. Also of note is the work of Kuhn et al. (2008) who introduce the notion of pervasive diagnosis which produces diagnostic production plans that achieve production goals while coincidentally uncovering additional information about system health.

The notion of combining diagnosis with repair has been addressed in varying fashion. For example, Thiebaux et al. (1996), in this and later work, discuss the challenges of diagnosis and repair in the context of a power supply restoration problem, identifying the task as problem of planning with uncertainty. These works share intuitions with the approach advocated here, but do not reflect the advances in our collective understanding of the representational and computational issues associated with planning and sensing. Finally, outside the area of diagnostic problem solving there has been a variety of work looking at planning with some form of sensing. Of particular note is the work of Brenner and Nebel (2009) on MAPL, a continual planning system that interleaves planning with acting and sensing. This paradigm of planning and sensing is also one that is very amenable to diagnostic problem solving.

In this paper we have argued for and explored a purposeful view of diagnostic problem solving, examining the problem through the lens of AI automated planning. We have characterized diagnostic planning with both ontic and epistemic goals, and established properties of these diagnostic planning tasks, including both complexity results and an understanding of their relationship to classical, conformant, and conditional planning systems. Of particular note was the characterization of diagnostic epistemic goals such as Discriminate and KnowWhether and their translation into planning problems with ontic goals. The correspondence with existing planning paradigms enables diagnostic planning to leverage ongoing advances in the development of non-classical planners. We discuss the exploitation of such planners, outlining our experience addressing diagnostic problem solving with Contingent-FF. Results to date are guardedly encouraging but expose the need for further investigation of the nuances of these planners as a complement to the results of this paper.

Beyond diagnostic problem solving, the work presented is relevant to a diversity of problems that involve generating hypotheses to conjecture system state, and sensing and acting in the world to discriminate those hypotheses or to purposefully effect change in response to observed behaviour. Some such problems include active vision applications, activity recognition, and goal recognition.
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Abstract

POMDPs offer one of the richer models for sequential decision making. But this expressiveness comes with a price, both theoretical and practical. In this paper we seek to address the practical difficulty of solving POMDPs by focusing on symbolic, goal-oriented POMDP models, exploiting these features within a simple, generic, and novel online replanning architecture. This architecture leverages recent improvements in contingent planning, addressing the problem of selecting the next action at each decision epoch by solving a contingent planning problem derived from the original POMDP and the current belief state. While this is work in progress, we provide some initial empirical results.

Introduction

Partially observable Markov Decision Processes (POMDP) are a popular model for sequential decision making under uncertainty with partial observability. This rich model is also quite difficult to solve, and some version of this problem are undecidable (Madani, Hanks, and Condon 2003). This has not deterred researchers in the area, and a number of approaches exist for solving POMDPs offline and online. Nevertheless, this is a very challenging problem on which scaling up is difficult, although some methods that exploit domain structure have been able to scale up nicely (Hoey and Poupart 2005).

In this paper we are concerned with solving goal-oriented symbolic POMDPs, online. In principle, any POMDP can be transformed into a goal oriented domain (Bonet and Geffner 2009), although it is not completely clear how effective this transformation is in practice. Nevertheless, domains that are naturally goal-oriented are common and important. These are domains that represent decision problems in which we seek to achieve some property of the world, and where our actions are stochastic, our information is partial, and we can perform observations to obtain useful information.

Symbolic POMDPs represent the transition and reward functions implicitly by describing the impact of actions over state variables, using an appropriate language, such as PPDDL (Younes and Littman 2004) or RDDL (Sanner 2010). This compact representation makes practical and natural the description of models with hundreds of thousands of states – models that would be impractical to describe using an explicit transition matrix. Methods that operate on these models typically scale up better than methods that operate on explicit state models, but the problem remains challenging. Finally, online planning allows the solver to focus on the true current state, rather than arbitrary states, and does not require the generation of a complete policy, which requires considerable time and space to generate. Consequently, offline solvers are likely to scale up better than offline solvers.

Contingent planning is a model that is very similar to symbolic, goal-oriented POMDPs. In a sense, contingent planning models are the non-deterministic (as opposed to stochastic) analogue of goal-oriented POMDPs. Developed as an extension of classical planning, they are naturally symbolic, extending planning description languages such as PDDL (Fox and Long 2003). Thus, they are goal oriented, allow for an uncertain belief state, non-deterministic actions, and observations. Thus, they only differ from our target class of POMDPs by the use of non-deterministic actions and observations, as opposed to stochastic observations.

In recent years, the area of contingent planning has seen a host of new planners that considerably improve the state of the art. These planners directly manipulate the symbolic representation of the problem in manners more sophisticated than symbolic POMDPs, using powerful heuristic functions, and can handle symbolic models that are much larger than those of current symbolic POMDP solvers. Of course, the comparison between the two models is unfair – the contingent model is qualitative and most state of the art techniques handle deterministic actions only. Nevertheless, we propose to exploit this success with the following simple replanning approach, reminiscent of FF-Replan (Yoon, Fern, and Givan 2007), where instead of MDPs we address POMDPs, and instead of determinization into classical planning, we transform the problem into contingent planning.

Thus, the architecture we propose is very simple: Given a POMDP and an initial belief state, generate a corresponding contingent planning problem and solve it. Execute the policy generate by the contingent planner until some condition is met. Intuitively, this condition should capture the fact that the real belief state is substantially different from the belief state the contingent executor would be in. At that point, replan. The main benefit of this architecture is that it is simple and modular, yet uses a sophisticated simplifica-
tion of the POMDP model to inform local decisions. Moreover, any progress made in contingent planning, such as the ability to handle non-deterministic actions well, will immediately translate into more informed choices by the POMDP replanner.

The rest of this paper describes this architecture briefly, and provides some initial experimental results.

Background

Contingent Planning

A contingent planning model is a tuple of the form \((S, S_0, S_G, A, T, \Omega, O)\), where \(S\) is a set of states, \(S_0 \subseteq S\) is the set of possible initial states, also called the initial belief state and is often denoted \(b_1\), \(S_G \subseteq S\) is the set of goal states, \(A\) is a set of action symbols, and \(T\) is the transition function, such that \(T(s, a) \subseteq S\) is the set of states that can be reached by applying \(a\) in state \(s\), \(\Omega\) is a set of observation symbols, and \(O(a, s') \in \Omega\) is the observation obtained when \(s'\) is reached following the application of \(a\).

At each point in execution, there is a set of states considered possible, called the current belief state. \(b_j\) is the initial belief state, and if \(b\) is the current belief state, \(a\) is executed, and \(o\) is the observed then the resulting belief state \(\tau(b, a, o)\) is defined as:

\[
\tau(b, a, o) = \{ s' | s \in b \text{ and } s' \in T(r(s, a), o) \in O(a, s') \}
\]

(1)

That is, states \(s'\) that can result from the execution of \(a\) in a state \(b\), such that \(o\) can be observed. We extend this notation to a sequence \(\bar{a}, \bar{o}\) of actions and observations recursively as follows:

\[
\tau(b, \bar{a} \cdot a, \bar{o} \cdot o = \tau(\tau(b, \bar{a}, o) \cdot a, a, o)
\]

(2)

A contingent planning problem is specified as a tuple \(\langle P, A, \varphi_I, \tilde{G} \rangle\). \(P\) is a set of propositions, \(A\) is the set of actions, \(\varphi_I\) is a propositional formula over \(P\) in prime implic form describing the possible initial states, and \(G \subseteq P\) is the set of goal propositions.

A state of the world \(s\) assigns a truth value to all elements of \(P\). A belief-state is a set of possible states, and the initial belief state, \(b_1\), consists of the set of states initially possible, i.e. \(S_0 = b_1 = \{ s : s \models \varphi_I \}\). The goal is to arrive at a belief state in which all propositions in \(G\) hold, i.e., \(S_G = \{ s \in S \text{ such that } s \models g_i \text{ for every } g_i \in G \}\).

For the sake of this paper, we focus on contingent planning problems with deterministic actions, as this is what current state-of-the-art planners support. A deterministic action, \(a \in A\), is a triple: \(\langle \text{pre}(a), \text{effect}(a), \text{obs}(a) \rangle\). We shall use the more common \(a(s)\) to denote \(T(r(s, a))\). The action precondition, \(\text{pre}(a)\), is a set of literals. The action effects, \(\text{effect}(a)\), is a set of pairs, \((c_{a,t}, l)\), denoting conditional effects, where \(c_{a,t}\) is a propositional formula and \(l\) is a literal. For notational convenience, we’ll assume one condition \(c_{a,t}\) exists for every action \(a\) and literal \(l\). In practice, \(c_{a,t} = false\) for most literals, \(l\), i.e., \(l\) is typically not a possible conditional effect of \(a\), and this pair can be omitted. \(\text{obs}(a)\) is also a set of pairs, \(\{(\omega_{a,o}, o) | o \in \Omega\}\), where \(\omega_{a,o}\) is a proposi-

tional formula over \(P\) and \(o \in \Omega\). Thus, \(o = O(a, s')\) iff \(s' \models \omega_{a,o}\).

Since one observation must occur following the execution of an action, \(\bigwedge_{o \in \Omega} \omega_{a,o} = true\) for every \(a \in A\). As sensing is deterministic, the \(\omega_{a,o}\) for different \(o\)’s are mutually exclusive. Our implementation uses special no-obs observations denoting nothing-observed, but as no-obs can be treated like any other observation, we make no special distinction between it and “real” observations.

We restrict our attention to deterministic observations: every non-deterministic observation can be compiled away by adding an observable state variable, whose value changes non-deterministically following the action, representing the observation result.

Related Work

We are aware of two planners that use the replanning approach to solve variants of POMDPs: POND-Hindsight (Olsen 2011) and the planner by Wang and Dearden (Wang and Dearden 2011). POND-Hindsight operates by attempting to solve the goal-based belief-space MDP that corresponds to the original POMDP. The belief-state MDP is solved by using replanning techniques formulated for regular MDPs, following FF-hindsight (Yoon et al. 2008). The belief-state is tracked online using a Rao-Blackwellized particle filter.

The Wand and Dearden planner attempt to solve a “quasi-deterministic” POMDP problem. These are POMDPs in which non-observation actions are deterministic. This planner translates the quasi-deterministic problem into a series of classical planning problems. This is done by using single outcome determinization, so the non-determinism of each observation action is replaced by its most probable outcome. For every step in the generated classical plan in which an observation action is performed, the planner is called to generate another classical plan, which is combined into the global contingent plan as a branch. The above process continues until the contingent plan is completed. Unfortunately, this contingent plan cannot be executed directly because the conditions leading to each branch may not be known. In order to overcome this problem, while executing the plan, the planner uses execution monitoring to choose which branch to take next. The execution monitoring system keeps up a distribution on the belief state. Whenever the execution reaches, at the global contingent plan, some branch point that is dependent on the value of some variable \(x\), the execution monitoring system uses a value of information calculation in order to greedily choose some observation action to discover the value of \(x\). When there is no available observation action whose value of information (w.r.t. \(x\)) is greater than zero, the execution chooses the branch with the highest expected value.

The Architecture and Its Components

The architecture relies on the following components:

\footnote{Formally, \(\Omega\) is specified implicitly as the set of observation symbols appearing in actions in \(A\).}
1. Belief state maintenance module;
2. POMDP-to-contingent translator;
3. Contingent planner;
4. Replanning criterion.

The planner then operates using a simple loop:

Algorithm 1 POMDP Replanner

Input: $\pi$ – POMDP model, $\theta$ – goal probability
1: $b \leftarrow b_0$ the initial belief state
2: while $P_r(G|b) < \theta$ do
3: $\pi_C = \text{Generate Contingent Problem}(b, \pi)$.
4: $\rho = \text{Solve}(\pi_C)$
5: repeat
6: Apply $\rho$ for one step
7: Update $b$ based on current action and observation
8: until Replanning Criterion is true or $b \models G$

The architecture is simple and modular and leverages the improved state of modern contingent planners to solve a nontrivial simplification of the POMDP model that takes into account uncertainty about the initial state, as well as the need to make observations. It can benefit from any improvement to belief maintenance methods and to contingent planning. We now explain each of the components.

Belief State Maintenance with a Particle Filter

For the purpose of replanning, the agent must maintain some model of the current belief state. While a precise representation would be ideal, it is usually impossible to maintain such a representation even if the initial belief state can be represented compactly, this is not longer true after a number of updates. Particle filters (Arulampalam et al. 2002) are probably the most widely used belief state tracking method for POMDPs, thanks to their simplicity and their good empirical performance. A particle filter approximates the belief state by maintaining a set of particles – essentially states. Sometimes, weights are also assigned to each particle. For every state $s$, $b(s)$ is approximated by the frequency of $s$-states in the set of particles, or if weights are assigned, by the relative weight of the set of $s$ particles. Initially, the set of particles is obtained by sampling from the true initial belief state.

Following each action, the set of particles is updated to reflect the effect of the action. There are different techniques for doing this, but essentially, the action is applied to each particle, and a possible effect is sampled. Following an observation, the set of particles is updated as well. One popular technique is to assign a weight to each particle that is proportional to the probability of the observation given the state and the action. When an unweighted particle filter is used, one then samples a new set of (unweighted) particles from the distribution that corresponds to the weighted set of particles. Our implementation is based on the SIS (sequential importance sampling) with resampling method (Arulampalam et al. 2002).

Generating a Contingent Planning Problem

The input to our problem is a description of a POMDP in PDDL. Thus, it is not difficult to generate a contingent problem from this input in a PDDL-like format. In principle, the initial state is obtained from the initial state of the POMDP by simply ignoring probabilities – i.e., states with positive support are considered possible, or it is possible to consider only states with probability greater than some $c > 0$. Currently, we focus on initial states where the distribution over possible states is uniform. Thus, they can be described using a suitable propositional formula, which simply describes the set of possible states. Thus, the translation is immediate. The goal of the contingent planning problem is identical to that of the POMDP. As for actions and observations, our current contingent planner (MPSP (Brafman and Shani 2012)) supports deterministic actions and observations only. For actions, we use the all-outcome (most likely) determinization. For observations, we use the single-outcome (most likely) determinization.

Contingent Planner

Our contingent planner is MPSP (Brafman and Shani 2012), which is itself a translation-based planner that reduces contingent planning into classical planning. Nevertheless – this reduction is very different from a direct reduction to classical planning via determinization because MPSP is, theoretically, a sound and complete contingent planner that can generate an entire contingent plan tree. In practice, MPSP cannot generate solutions for problems with more than a few initial possible states. Thus, we must sample a small subset of states (typically, two) from the initial belief state, and use them as the initial belief state of the contingent planner. Nevertheless, the sophisticated nature of the translation used is such that important information about uncertainty and the agent’s belief state is maintained and updated, unlike a shallow projection to classical planning. MPSP uses a variant of PDDL that is suitable for contingent planning because it allows for a description of observations. Actions, however, are deterministic.

Replanning Condition

An important question is when should the contingent planner be called again for replanning. In MDP replanners, this happens when the state is different from the expected state. In the case of POMDPs, one could apply a similar criteria to the belief state – i.e., replan when your belief state is different from what the contingent planner expected. However, since the contingent planner uses a crude approximation of the initial belief state, this would trigger replanning after almost every step. An alternative is to mimic the replanning criterion for contingent planners. In most planners, planning is triggered following an observation. This is due to the separation between sensing and actuating actions in current contingent planning benchmarks. However, most POMDP benchmarks lead to more frequent observations. Moreover, ideally, the contingent planner takes into account, at least to some extent, the effect of different observations, and a call to a contingent planner is more costly than a call to a classical planner. Thus, one needs to be more conservative.

Intuitively, one would like to perform replanning following an informative observation, or one that is highly unexpected. Our planner takes the second approach. It keeps $I_p$
the set of particles that were sampled for use as the initial state for the contingent planning problem. Once, it receives a new observation o it checks all current successor particles of I_p. In case none of them is consistent with o, the planner performs replan, otherwise, it continues the classical plan execution.

The approach of applying replanning following a very informative observation may be implemented by using the weights on the particles. One can compare the weight of the particles before the observation and after the observation using some similarity score, such as Pearson correlation coefficient, or KL-divergence. If this score passes some threshold, replanning should be performed.

Empirical Evaluation
We implemented an initial version of the planner described above and tested its performance on a number of goal-oriented benchmarks. Some are known from the POMDP literature, and some are probabilistic version of contingent benchmarks. Current running times of our planners appear in Table 1. We show the average (over 30 experiments) number of actions and running time until success. The planner was implemented in C#. Experiments were run on a PC with an Intel i3 processor with 2.53 Ghz, and 4.00 GB RAM running Windows 7.

We compared our planner to the winner of the 2011 planning competition: POMDPX NUS by Wu, Lee, and Hsu, which uses Monte Carlo sampling techniques. As expected, in goal-oriented domains and without a suitable heuristic function, it does not perform well, as rollouts that do not reach the goal provide no useful information. In many problems it simply run out of memory (OOM) and in the doors example we had problem generating an appropriate RDDL encoding of the problem (ENC). We are now working on a comparison with POND-Hindsight, which is the planner closest in spirit to ours, and is also the only planner we are aware of that accepts PPDDL domains.

Summary and Future Work
We described a simple architecture for a POMDP replanning algorithm based on a reduction to contingent planning. While the effectiveness of our approach is yet unclear, the method’s advantages are its simple, modular design, and its simplicity. For instance, we are now working on a version that will use a more powerful contingent planner – HCP (Maliah et al. 2014), as well as a symbolic particle filter. Similarly, should contingent planner be able to handle non-deterministic domains well, we could take advantage of this and replace the all-outcome deterministicization with a more sophisticated projection to contingent domains. Moreover, in the future, we hope to integrate more complex reward structures, e.g., by reduction to goal-based POMDPs (Bonet and Geffner 2009).
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Table 1: Initial Empirical Results

<table>
<thead>
<tr>
<th>Problem</th>
<th>Vars</th>
<th># actions</th>
<th>Time</th>
<th># actions</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>localize 13</td>
<td>174</td>
<td>63.33</td>
<td>3.11</td>
<td>774</td>
<td>15.39</td>
</tr>
<tr>
<td>sliding-doors 70</td>
<td>405</td>
<td>114.27</td>
<td>13.76</td>
<td>ENC</td>
<td>ENC</td>
</tr>
<tr>
<td>ebtcs /70</td>
<td>72</td>
<td>2.77</td>
<td>0.39</td>
<td>936</td>
<td>OOM</td>
</tr>
<tr>
<td>RckSmpl 6-6</td>
<td>135</td>
<td>353.63</td>
<td>21.64</td>
<td>373</td>
<td>47.5</td>
</tr>
<tr>
<td>RckSmpl 6-8</td>
<td>456</td>
<td>466.53</td>
<td>32.43</td>
<td>527</td>
<td>65.24</td>
</tr>
<tr>
<td>RckSmpl 8-4</td>
<td>582</td>
<td>639.03</td>
<td>53.77</td>
<td>746</td>
<td>147.68</td>
</tr>
<tr>
<td>RckSmpl 8-6</td>
<td>682</td>
<td>789.17</td>
<td>88.85</td>
<td>871</td>
<td>183.27</td>
</tr>
<tr>
<td>RckSmpl 8-8</td>
<td>812</td>
<td>1053.77</td>
<td>107.72</td>
<td>1006</td>
<td>245.02</td>
</tr>
<tr>
<td>doors5</td>
<td>135</td>
<td>101.41</td>
<td>8.68</td>
<td>ENC</td>
<td>ENC</td>
</tr>
<tr>
<td>doors7</td>
<td>271</td>
<td>179.03</td>
<td>45.39</td>
<td>ENC</td>
<td>ENC</td>
</tr>
<tr>
<td>doors9</td>
<td>455</td>
<td>475.59</td>
<td>126.47</td>
<td>ENC</td>
<td>ENC</td>
</tr>
<tr>
<td>doors11</td>
<td>687</td>
<td>700.2</td>
<td>281.09</td>
<td>ENC</td>
<td>ENC</td>
</tr>
<tr>
<td>doors13</td>
<td>967</td>
<td>950.25</td>
<td>404.14</td>
<td>ENC</td>
<td>ENC</td>
</tr>
<tr>
<td>unix1</td>
<td>22</td>
<td>30.46</td>
<td>0.67</td>
<td>64</td>
<td>2.17</td>
</tr>
<tr>
<td>unix2</td>
<td>46</td>
<td>164.53</td>
<td>4.1</td>
<td>OOM</td>
<td>OOM</td>
</tr>
<tr>
<td>unix3</td>
<td>94</td>
<td>409.57</td>
<td>14.59</td>
<td>OOM</td>
<td>OOM</td>
</tr>
<tr>
<td>unix4</td>
<td>190</td>
<td>1497.97</td>
<td>112.69</td>
<td>OOM</td>
<td>OOM</td>
</tr>
</tbody>
</table>
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Abstract
Conformant probabilistic planning (CPP) differs from conformant planning (CP) by two key elements: the initial belief state is probabilistic, and the conformant plan must achieve the goal with probability \( \geq \theta \), for some \( 0 < \theta \leq 1 \). Taig and Brafman observed that one can reduce CPP to CP by finding a set of initial states whose probability \( \geq \theta \), for which a conformant plan exists. Previous solvers based on this idea used the underlying planner to select this set of states and to plan for them simultaneously. We suggest an alternative approach: Our planner starts with a preprocessing analysis phase that determines a promising set of initial states on which to focus. It then calls an off-the-shelf conformant planner to solve the resulting problem. This approach has a number of advantages. First, we can introduce specific, efficient relevance reasoning techniques for selecting the set of initial states, rather than depend on the heuristic function used by the planner. Second, we can benefit from various optimizations used by conformant planners that are unsound when applied to the original CPP. Finally, we have the freedom to select among different existing CP solvers. Consequently, the new planner dominates previous solvers on almost all domains and scales to instances that were not solved before.

Introduction
In conformant probabilistic planning (CPP) we are given a set of actions – which like most past work, are assumed to be deterministic, a distribution over initial states, a goal condition, and a real value \( 0 < \theta \leq 1 \). We seek a plan \( \pi \) such that following its execution, the goal is achieved with probability \( \geq \theta \). Not many natural problems fit the frameworks of conformant planning (CP) and CPP, yet both serve as basic frameworks on which ideas for planning under uncertainty can be developed and tested. Indeed, important ideas developed in CP were later extended to the richer framework of contingent planning, including techniques for representing and reasoning about belief states (Hoffmann and Brafman 2005) and various translation schemes (Albore, Palacios, and Geffner 2009). The latter represent an important trend in research on planning under uncertainty, where simple planners are used to solve more complex problems (Yoon, Fern, and Givan 2007; Palacios and Geffner 2009; Albore, Palacios, and Geffner 2009).

This paper utilizes this reduction idea to develop an effective reduction scheme for solving CPP problems with deterministic actions, motivated by an observation by Taig and Brafman 2013 (TB): One can solve CPP by finding a set of initial states with joint probability \( \geq \theta \) for which a conformant plan exists. TB used this idea to build a translation-based CPP solver that has special actions that let the planner ignore a certain state in the solution. Each such action carries a cost equal to the probability of the ignored state. A plan with cost \( \leq 1 - \theta \) is a solution to the original CPP problem. TB’s technique has several weaknesses. First, the choice of which states to ignore is carried out by the underlying planner’s heuristic function. It is not clear that this function is well suited for this task. Second, the planner need not minimize cost, but rather, ensure that a certain cost bound is met. Few current planners or search techniques support this optimization criterion. Finally, various optimization schemes used by CP solvers are unsound under this scheme.

We suggest an alternative, simpler approach where, first, dedicated relevance-based preprocessing analysis is conducted, determining a promising set of states with probability \( \geq \theta \) to plan on. Then, this state set is given to an off-the-shelf conformant planner as its initial state. Besides addressing the above shortcomings of TB’s method, this method provides the flexibility of selecting the underlying conformant planner to suit the current planning domain. Our empirical evaluation shows that this approach dominates existing state-of-the-art planners on almost all problem instances.

In the next section, we provide some required background on CPP. Then, we discuss related work, followed by a formal description of our planner and its properties. We conclude with an empirical evaluation and a discussion of our results and potential future work.

Conformant Probabilistic Planning
We assume familiarity with the basic notation of classical planning domains via STRIPS with conditional effects: \((V, A, I, G)\), corresponding to a set of propositions, actions, initial world state, and goal. A CP problem, \((V, A, b_1, G)\), generalizes this framework, replacing the single initial state with a set of initially possible states, called the initial belief
state $b_I$. This initial state is often described by means of a formula $\varphi_I$, such that $b_I = \{w | w \models \varphi_I\}$. A plan is an action sequence $\pi$ such that $\pi(w_I) \supseteq G$ for every $w_I \in b_I$.

CPP extend CP by quantifying the uncertainty regarding $b_I$ using a probability distribution $b_{\pi_I}$. In its most general form, CPP allows for stochastic actions, but we leave this to future work, and assume all actions are deterministic. CPP tasks are 5-tuples $(V,A,b_{\pi_I},G,\theta)$, corresponding to the set of propositions, set of actions, initial belief state, goals, and acceptable goal satisfaction probability. As before, $G$ is a conjunction of propositions. $b_{\pi_I}$ denotes a probability distribution over the world states, where $b_{\pi_I}(w)$ is the probability that $w$ is the true initial world state.

In many settings, achieving $G$ with certainty is impossible. CPP introduces the parameter $\theta$, which specifies the required lower bound on the probability of achieving $G$. A sequence of actions $\pi$ is called a plan if the weight of the initial states from which $\pi$ reaches the goal is at least $\theta$.

Some approaches to CPP require that the plan be executable in all initial states, even those from which it does not reach the goal. That is, each plan prefix must be conformant (with probability 1) with respect to the preconditions of the next action. This extra requirement may make sense in domains where executing an action without satisfying its preconditions may have catastrophic consequences. However, it seems to conflict with the very explicit success criterion of CPPs specified by the parameter $\theta$, and we adapt this requirement as the only requirement from a plan for a CPP problem in our work.

A CPP specification language must provide a way to specify the initial distribution $b_{\pi_I}$. Following previous work (Domshlak and Hoffmann 2007) we assume that $b_{\pi_I}$ is specified using a Bayes net (BN) $N_{b_I}$. (We assume the reader is familiar with the notion of BN’s.) BNs are typically defined over a set of multi-valued variables, and there are numerous formats used in the literature for their specification, all having the same semantics. Here, we adopt the notation used by the PFF planner (Domshlak and Hoffmann 2007) which contains two parts. First, a definition of an induced set of multi-valued variables, corresponding to a set of literals, only one of which can be true at a time (e.g., literals denoting possible locations of an object). And second, $N_{b_I}$, which is a BN defined over this set of multi-valued variables.

Related Work

The best current CPP solvers are Probabilistic FF (PFF) (Domshlak and Hoffmann 2007) and PCBP (Taig and Brafman 2013). Each works well on a subset of benchmark domains. Probabilistic-FF uses a time-stamped Bayesian Networks (BN) to describe probabilistic belief states, extending Conformant-FF’s (Hoffmann and Brafman 2006) belief state encoding to model these BN. It uses SAT reasoning (following Conformant-FF) and weighted model-counting to determine whether goal probability is at least $\theta$. In addition, it introduces approximate probabilistic reasoning into Conformant-FF’s heuristic function. PFF performs well on many domains, but it is sensitive to the syntax of conditional effects (the order of literals in effect conditions), and requires complex probabilistic reasoning. To model the belief state during planning, it extends the original BN into a time stamped dynamic (and thus continually growing) BN, on which it performs probabilistic inference by compiling probabilistic queries into WMC queries. The algorithm introduces reasons with a single, static BN that represents the initial state probability. Reasoning is performed at the preprocessing time only, in order to assess initial state restrictions. No probabilistic queries or data structures need be maintained at planning time. This leads to significant saving of time and memory, as reflected in our results.

Closely related to our work are the CLG+ planner (Albore and Geffner 2009) and the assumption-based planning approach introduced recently (Davis-Mendelow, Baier, and McIlraith 2013). Both attempt to solve planning problems with incomplete information in which goal achievement cannot be guaranteed from all states, by making assumptions that reduce the uncertainty, and planning under these assumptions. However, neither planner uses an explicit probabilistic semantics – a core part of CPP. In CLG+, assumptions are made online w.r.t. information gathered during planning and sensing, while our assumptions are made by an efficient analysis preprocessing phase. (Davis-Mendelow, Baier, and McIlraith 2013) consider the idea of planning under assumptions in general, but do not describe a particular strategy for selecting them, possibly allowing a domain expert to specify them.

Another line of related work by Tran et al. (Tran et al. 2009) and Nguyen et al. (Nguyen et al. 2011) considers methods for reducing the initial belief state by a preprocessing analysis phase while ensuring that the resulting plan applies to all original states. Thus, this is a completeness preserving, sound optimization method that can be used by our underlying conformant planner.

Relevance-Based Reduction

The planner most relevant to our current work is PCBP. It is a relevance-based translation-based planner that exploits the following Lemma:

Lemma 1 (Taig & Brafman, 2013) A CPP CP = $(V,A,b_{\pi_I},G,\theta)$ is solvable iff there exists a solvable CP problem $\mathcal{C} = (V,A,b_I,G)$ such that $b_{\pi_I}(\{w \in b_I\}) \geq \theta$. Moreover, $\pi$ is a solution to CP iff it is a solution to $\mathcal{C}$.

PCBP augments the regular set of actions with special actions — one per possible initial state. Each such action allows the planner to ignore a possible state by essentially making the goal easy to achieve from that state. The cost of each such action equals the initial probability of the corresponding state, while all other actions have zero cost. A plan for the new problem with cost $\leq 1 - \theta$ represents a solution to the original CPP because the set of states from which it fails to reach the goal has probability $\leq 1 - \theta$.

PCBP performs well on a number of domains, but almost completely fails on others (such as logistics, grid, rovers). It suffers from a number of weaknesses — some inherent, and some tied to the limitation of existing translation methods and search methods. First, the choice of which states to ignore is essentially carried out by the planner’s heuristic function, because it is implemented by the action selection
mechanism. It is not clear that this function is well suited for this task. Second, the planner needs to solve a cost-bounded planning problem which few current planners or search techniques support. Third, there are various optimization that existing CP solvers carry out which are unsound in this scheme. For example, the completeness preserving pruning methods mentioned above, or $T_0$’s relevance-analysis (Palacios and Geffner 2009) which attempts to identify clauses and propositions that can be safely ignored during planning. These techniques are unsound for CPPs. Finally, PCBP’s reduction does not work if actions have cost and we seek a (truly) cost-optimal, or cost-efficient plan.

The RBPP Planner

To overcome these problems, we suggest a simpler, preprocessing approach. First, relevance-based analysis is carried out to identify those states which would be most profitable to ignore. Then, a CP problem is defined in which the initial state consists of all states that are not ignored. This is given to an off-the-shelf CP solver. This method addresses the above shortcomings of PCBP, and in addition gives us the flexibility to choose which conformant planner to use. While in this paper we do not attempt to provide an automated portfolio-based method, our empirical analysis indicates that different solvers have advantages in different domains, showing the potential for further improvement by automatically selecting the underlying conformant planner which best suits the characteristics of the problem in hand.

Algorithm 1 RBPP ($P, \text{conf-planner}$)

\[
\psi_1 \leftarrow \text{RESTRICT}(P); \\
\text{return conf-planner}(P) = (V, A, \psi_1, G);
\]

Algorithm 2 RESTRICT ($P$)

\[
Q \leftarrow \text{SORT-CLAUSES}(P); \\
\psi_1 \leftarrow \varphi_1; \\
\text{while } (b_{\pi_1}(\psi_1) \geq \theta) \text{ do} \\
\quad C \leftarrow \text{Extract-First}(Q); \\
\quad \psi_1 \leftarrow \text{RESTRICT-CLAUSE}(C, \psi_1, P); \\
\text{end while} \\
\text{return } \psi_1;
\]

Algorithm 3 SORT-CLAUSES ($P$)

\[
\text{return A sorted list of all non-unit clauses in } \varphi_1 \text{ according to the following parameters order:} \\
1. RL(C) \text{ (high to low).} \\
2. Rad(C) \text{ (high to low).} \\
3. PI(C) \text{ (High to low).} \\
4. RP(C). \text{ (low to high).} \\
5. prefer, if exist, Clauses } C \text{ where: } C \cap G \neq \emptyset. \\
6. \text{If all previous parameters equal – choose arbitrarily.}
\]

The first step in our algorithm is to generate an initial belief-state formula $\varphi_1$ from the BN describing the initial belief state $N_{\varphi_1}$. $\varphi_1$ is constructed as follows: for every multi-value variable $X$ whose initial value is uncertain, $\varphi_1$ contains a One-Of clause $C_X$ with one literal for every value of $X$ possible (i.e., which has probability $> 0$). In addition, if $Pr(X = x|\text{Parents}(X) = y) = 0$ (i.e., $X = x$ is not possible when $Pa(X)$ have value $y$, an additional Or clause expressing $Pa(X) = y \rightarrow \neg(X = x)$ is added. Note that this formula can be generated by a single top down traversal of the BN, requiring linear time. The following is immediate:

Lemma 2 $\varphi_1 \models w$ iff $b_{\pi_1}(w) > 0$.

Next, we seek to simplify $\varphi_1$ by ignoring a set of states with probability at most $1 - \theta$. Thus, at this stage we operate on the structure: $P = (V, A, \varphi_1, N_{\varphi_1}, G, \theta)$ which denotes the original CPP together with the generated initial state formula. Algorithm 1 describes the high-level structure of RBPP – our relevance-based probabilistic planner. We denote the formula expressing the set of states valid after the simplification of $\varphi_1$ as $\psi_1$. We also use: $b_{\pi_1}(\varphi)$ to denote $\Sigma_{\varphi=0} b_{\pi_1}(w)$.

The main element – relevance-based analysis – is carried out by the Restrict procedure (Algorithm 2) which determines which initial states to ignore. This analysis is heuristic, and it is strongly motivated by the notions of conformant width and relevance developed by (Palacios and Geffner 2009) in the context of conformant planning.

First, Restrict sorts the clauses. Then, at each iteration it selects the first non-unit clause (i.e., a clause expressing uncertainty) in the list and restricts it by dropping some literal(s) using Algorithm 4. This results in a smaller clause satisfied by fewer states, hence ignoring those states satisfied by the dropped literal. The procedure is repeated until no further restrictions are possible given the probability bound. We note that each restriction is made only after we check (using a standard BN software package) that the probability of the removed initial states does not exceed $1 - \theta$.

Restrict maximally restricts a clause before moving on to the next clause. We have found this priority to be most useful, as there appears to be greater advantage to making a single clause much smaller than to making multiple clauses smaller. Clauses are sorted based on a prioritized list of parameters, as shown in Algorithm 3. These parameters attempt to assess the impact of a clause on the difficulty of

\[
\text{Algorithm 4 RESTRICT-CLAUSE } (C, \psi_1, P) \\
\text{while } (|C| > 1 \land b_{\pi_1}(\psi_1) \geq \theta) \text{ do} \\
C' \leftarrow C; \\
\text{choose next proposition } p \in C' \text{ by the following order:} \\
1. p \notin g. \\
2. b_{\pi_1}(\psi_1 \land \neg p) \geq \theta. \\
3. Prefer not removing $p \in DRC(C)$ before other propositions. \\
4. $b_{\pi_1}(p)$ - The initial probability of $p$. (low to high). \\
5. If all previous parameters equal - choose arbitrarily. \\
C' \leftarrow C \setminus p; \\
\psi_1 \leftarrow \psi_1 \setminus C \cup C', \text{1} \\
\text{return } \psi_1;
\]

1For clarity, we use set notation, treating $\psi$ as a set of clauses and treating clauses as a set of literals. Here, $p$ is removed from $C$ to obtain $C'$, and $C$ is replaced by $C'$ to obtain the updated $\psi_1$. 51
solving a problem. Future work could improve this by adapting the parameters and their priority to take into account their effect on the underlying conformant planner.

**Choice of Clauses** Our analysis is strongly motivated by the notion of conformant relevance (Palacios and Geffner 2009) (PG), and many of our definitions are adaptation of their concepts to the probabilistic case. Relevance is a transitive relation between facts expressing whether uncertainty about the value of one fact affects our knowledge about the value of the other. The relation propagates only through conditional effects of actions. Our relevance analysis focuses on facts relevant to subgoals, and while it is possible to consider also facts relevant to preconditions, we found the overhead of these computations costly.

**Definition 1 (Conformant Relevance (PG 2009))**
1. $p$ is relevant to $p$.
2. $p$ is relevant to $q$ if there exist an action $a \in A$ with conditional effect $C \rightarrow q$ and $p \in C$.
3. If $p$ is relevant to $r$ and $r$ is relevant to $q$ then $p$ is relevant to $q$.
4. $p$ is relevant to $q$ if $p$ is relevant to $\neg r$ and $r$ is relevant to $\neg q$.

We extend this relation to relevance between an initial non-unit clause and a (goal) fact as follows:

**Definition 2 (probabilistic clause relevance)** A non-unit clause $\varphi \in \varphi_1$ is considered relevant to a proposition $p$ if $\exists q \in \varphi \ s.t. q \in rel(p)$.

PG consider $\varphi$ relevant to $p$ only if all propositions of $\varphi$ are in $rel(p)$. The latter yields fewer relevant propositions but cannot be extended to the probabilistic case. Suppose, for example, that we have One-Off($p, q$) in $\varphi_1$. Assume $p$ is relevant to some goal fact $g$ but $q$ is not. Assume also that $b_{\pi}(p) = 0.5$ and $\Theta = 0.4$. In the conformant case, this clause may be ignored, but in CPP, because we do not need to succeed with certainty, we must take into account the possibility to plan from all $p$ states, even though planning from all $q$ is infeasible.

**Definition 3 (relevant clauses set)** $\forall g \in G : rel(g)$ contains all the clauses from $\varphi_1$ relevant to $g$;

$rel(g)$ expresses the maximal amount of initial uncertainty relevant to a specific goal fact. $\max_{\varphi \in G} |rel(\varphi)|$ is closely related to the notion of conformant width introduced by PB. They show that the complexity of their reduction-based planning algorithm grows exponentially with this parameter. This effect on the problem’s complexity stems from the fact that the solver must potentially consider initial states (or more accurately, initial state-sets) that correspond to all possible assignments to $rel(g)$ variables to compute the current probability of $g$, in the probabilistic case, and to determine whether $g$ is valid, in the standard conformant case. And while this value was suggested by PG in the context of their analysis of the T-0 planner, it appears relevant to the performance of other conformant planners, such as CFF, as our empirical analysis shows.

There are two technical differences between our notion of $rel(g)$ and PG’s conformant width: First, we use probabilistic clause relevance, explained earlier. Second, PG compute the closure of $rel(g)$, called $C_1(L)^*$. We omit the costly computation of $C_1(L)^*$, using $rel(g)$ instead. For the purpose of our heuristic, this provides us with a better tradeoff, and in fact, $rel(g) = C_1(L)^*$ in almost all experimented benchmarks.

Given the above theoretical and empirical justifications for relation between $rel(g)$ and problem hardness, our most important parameter for assessing clauses is $RL(C)$:

**Definition 4 (clause relevance level)** $RL(C) = \max_{g \in G} |rel(g)|$.

Relevance sets can also be used to understand how many goal facts are influenced by the uncertainty expressed by a clause. Restricting clauses that affect many goal facts is likely to be better, motivating the following definition:

**Definition 5 (clause radius)** $Rad(C) = \#g \in G$ s.t $C \subseteq rel(g)$.

**Example**: Consider the logistics domain with 10 cities, 10 trucks, and one plane. Initially, there is one package and truck per city. There are 10 sub-goals specifying the final location of each package. Actions have no pre-conditions, but only conditional effects. The initial location of trucks and the plane are unknown. Each truck can be in one of three possible locations in a city. Each truck’s location uncertainty is relevant only to one sub-goal (corresponding to the package in this city). Uncertainty regarding the plane is relevant to all goals. $RL(C) = 2$ for all clauses, while the radius of the clause expressing the plane’s uncertainty is 10, and that of other clauses is 1. Restricting this clause will prevent the conformant planner from repeatedly reasoning about the plane’s location. It is likely to yield a simpler plan, too, as there is no need for extra flights that will ensure a known location to the plane.

Relevance analysis ignores the initial probabilistic distribution. $PI(C_X)$ takes this information into account. It is a rough and tractable estimate of the effect evidences on $X$ (e.g restrictions on $C_X$’s literals) might have on our knowledge regarding $C_Y$’s literals.

**Definition 6 (Probabilistic Influence)** Let $X \in N_{b_i}$ be the corresponding node of a clause $C_X$. We define: $RelChildren(X) = \{Y \mid X \in Parents(Y) \land \exists g \in G \ s.t \ C_Y \in rel(g)\}$

$PI(C_X) = |RelChildren(X)|$.

Potentially, restricting $C_X$ might induce immediate restrictions on $C_Y$ which, in turn, reduces the relevant uncertainty in the resulting conformant problem. Ideally, our definition should have been transitive, but again, to limit the cost of the restriction heuristic, we consider immediate parents only. In order to exploit this information and monitor such effects, after each restriction of a clause $C_X$ s.t $PI(C_X) > 0$, we query $N_{b_i}$ to check whether any of the literals in $C_Y$ for each $Y \in Rel−Children(X)$ has probability 0. In that case we restrict $C_Y$ accordingly.

**Example (continued)**: Suppose that the plane’s initial location distribution is dependent on the initial distribution on the weather in some city city. Other than that, the weather does not influence other problem variables and does not appear in action descriptions. The relevance analysis will not
identify the “weather” clause $C_w$ as having any importance. However, since $PI(C_w) = 1$, for all other clauses $PI(C) = 0$, the algorithm might choose to restrict $C_w$, setting the weather in city to extreme. Given this value there is 0 probability for the plane to be in $C_p$ distribution limits our ability to directly restrict $C_p$, but allow the restriction of $C_w$.

Restrictions come with a cost: the probability mass we lose. We wish to restrict as many propositions as possible, so we prefer restrictions that carry lower probability “cost”.

**Definition 7 (clause restriction potential)** $RP(C) = Min(b_{r_j}(p)) | p \in C$. (By $b_{r_j}(p)$ we mean The initial probability of $p$).

$RP(C)$ improves our ability to identify, in advance, clauses that are potentially more attractive for restriction. As such, it serves as a good tie-breaker. Note that if the node corresponding to $C$ in $N_{r_j}$ is not barren, the latter parameter is ignored.

**Clause Restriction** First, we make sure no facts which can negatively affect the completeness or the quality of solution are removed. Thus, goal facts which must be achieved are not removed. In addition, sometimes, only a subset of the facts are responsible for making the clause relevant to a goal and removing them can make the goal unreachable. We define the following set:

**Definition 8 (Direct Relevance causes)** $DRC(C) = \{p \in C | \exists g \in G : p$ is relevant to $g\}$.

If, for a clause $C$: $DRC(C) \subseteq C$ a plan might not exist from all assignments to $C$. Thus, we don’t remove facts from $DRC(C)$ unless no other option exists.

Finally, we prefer to remove facts whose initial probability is smaller, to leave more probabilistic mass for farther restrictions but once again, if the node corresponding to $C$’s in $N_{r_j}$ is not barren, the latter parameter is ignored.

**Properties**

**Soundness:** Our algorithm is sound if the underlying CP solver is sound. This follows from Lemma 1, provided we ensure that the probability of our new initial state $\geq \theta$. Each clause restriction is equivalent to ignoring a possible value of a variable. To accept such a restriction, we compute the probability of the set of ignored states, ensuring it does not exceed $1 - \theta$. When multiple values are ignored, we use the standard probabilistic semantics to compute their aggregated weight. (E.g., if we ignore $\neg r$ and then $\neg q$, we compute the weight of $\neg r$ and add the weight of $\neg q \land \neg r$).

**Completeness:** Our algorithm is incomplete because we do not attempt to systematically examine all possible restrictions with weight $\leq 1 - \theta$. Conceptually, it is a simple matter to add an outer loop that will make the algorithm complete, (e.g., as used by some greedy algorithms to provide theoretical completeness). Practically (and theoretically) this is a potentially super-exponential algorithm and we see little value in it (unlike soundness), as it will not help us scale up any better. As our experiments demonstrate, our algorithm does scale up better than earlier method. Moreover,

---

Table 1: Empirical results. $t$: time in seconds. $l$: plan length. Entries marked OOT means the search did not return after 30 minutes. NP-no plan for this goal probability exists.

<table>
<thead>
<tr>
<th>Task</th>
<th>$\theta = 0.25$</th>
<th>$\theta = 0.5$</th>
<th>$\theta = 0.75$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t/l$</td>
<td>$t/l$</td>
<td>$t/l$</td>
</tr>
<tr>
<td>PFF</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCBP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBPP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBPP[T-0]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBPP[CFF]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PFF</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCBP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBPP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBPP[T-0]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RBPP[CFF]</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

... any better. As our experiments demonstrate, our algorithm does scale up better than earlier method. Moreover,
as the problem is at least as hard as CP, which is \textit{PSPACE-COMPLETE} (Haslum and Jonsson 1999) even with deterministic actions, ensuring completeness seems ill advised.

\textbf{Complexity:} There are three elements contributing to the complexity to our algorithm: the algorithm for selecting possible initial-state restrictions, the BN queries, and the CP solver. In theory, there are super-exponentially many possible restrictions to the initial state and the computation of each one’s probability can be NP-hard. In practice, we use a heuristic low-order polynomial time algorithms to identify promising restrictions. For this we pay by sacrificing completeness. To check the validity of restrictions, we compute marginal distribution of variables in a BN, which is NP-hard (Cooper 1990). In practice, the queries we seek to compute are very simple, and are not likely to be the bottle-neck even when we go beyond current CPP benchmarks which feature very simple initial state BNs. Solving CP is a difficult problem (Haslum and Jonsson 1999), and this appears to be the more significant bottleneck in practice. This, of course, is to be expected, as we are solving a problem that is at least as difficult as CP. Thus, we have focused on making the reduction process simple and fast.

\textbf{Empirical Evaluation}

We implemented the algorithms and experimented with them on a variety of domains taken from \textit{PFF} repository and the 2006 IPPC, as well as new, modified versions of these domains. Beyond our tools, we used a modification of PG’s cf2cs code for the relevance analysis and NORSYS \textit{NETICA java api} program for the Bayesian net creation and reasoning. As the underlying conformant planner for RBPP we used both \textit{T-0} and \textit{CFF}. GC[\textit{LAMA}] (Nguyen et al. 2012) is unable to handle most of the domains we tested on. The two RBPP variants were compared with state-of-the-art CPP planners: \textit{PFF} and \textit{PCBP}, the results are presented in Table 1. Each task was tested with three different \(\theta\) value and two different initial state distributions: uniform (\textit{uni}) and cubic (\textit{cub}). Results show dominance of \textit{RBPP[T-0]} on almost all benchmarks, in many cases by an order of magnitude. An interesting observation is that in most cases \textit{RBPP[CFF]} performs better than \textit{PFF} which is a specially designed extension of Conformant-FF’s. This demonstrates the effectiveness of the compilation approach over direct probabilistic reasoning, as used by \textit{PFF}. On some of the simplest tasks such as \textit{safe-70 PCBP} has a small advantage due to the overhead of relevance analysis relative to solution time in this problem. In more complex problems, such as \textit{cube-15-corner} (an agent can initially be in any of the cube’s 153 locations and needs to navigate to a corner) our planners run-time dominance is clear, although \textit{PFF}’s plans are shorter. When, in the same setting, the agent needs to plan to the center of the cube, \textit{RBPP[T-0]} produces good plans in a matter of seconds, while all other planners fail. Similar performance is seen in the \textit{push-cube} domain (Taig and Brafman 2013). Here, a player must push a ball with unknown initial position to some location on a grid. It can select (\textit{position, direction}) pairs, and if the ball is in \textit{position}, it moves in \textit{direction}. Solving this problem requires many actions, and \textit{RBPP} is the clear winner. The \textit{m-logistics-n} problem refers to logistics with \(m\) packages and \(m\) cities of size \(n\). Here, too, the various \textit{RBPP} versions are faster and generate shorter plans, when we set \(m = 15\) only \textit{RBPP[CFF]} scales up. The \textit{2-planes} variation of logistics has 2 planes, instead of 10, as well as uncertainty on their initial location. Both \textit{rovers} and \textit{grid} have large probabilistic width, and our relevance analysis is crucial. Results here are mixed. As the uncertainty grows (\textit{grid-4-rovers-7}) both \textit{PFF} and \textit{RBPP[T-0]} fail to scale up. \textit{RBPP[CFF]} is the only planner that manages to solve all tasks, typically dominating other planners.

We also experimented on domains with no conformant plan (marked \textit{NC}). For example, we modified \textit{cube} such that some transitions between adjacent locations are blocked so the agent cannot reach the goal location if initially located beyond the blocked path. These experiments demonstrate the ability of RBPP’s preprocessing phase to select initial states from which the goal is reachable.

Another important line of experiments is on the problems marked with \textit{C}. In these problems the initial state distribution is more complex and involves dependencies. \textit{2-planes-C} reflects the example given in this paper. In \textit{rovers-pp}, the visibility of an objective from a waypoint depends on whether or not a rock sample is located at the waypoint. The probability of visibility is much higher if the latter is not the case. \textit{Rovers-PPP} extends \textit{RoversPP} by introducing the need to collect data about water existence. Each soil sample has a certain probability to be wet. For communicated sample data, an additional operator tests whether the sample was wet. The probability of being wet depends on sample location. In the instance marked “ID,” one of the 3 samples must be wet, increasing dependencies to a level that only \textit{RBPP[CFF]} can handle. In the instance marked \textit{NC}, there is no guarantee that one of the 2 samples is wet, and thus, there is no conformant plan. Here, \textit{RBPP[CFF]} scales better than \textit{PFF} by an order of magnitude.

\textbf{Conclusion and Future work}

We presented a new approach to CPP based on pre-planning analysis of the initial belief state. We use relevance analysis and heuristics that attempt to identify states that would be most beneficial to ignore in planning, while making sure that the remaining states are sufficiently likely, and a conformant plan exists for them. The empirical evaluation shows this method to be currently the strongest CPP algorithm with better coverage and scaling than previous approaches. While theoretically incomplete, in practice, this method handles more problems, and its performance clearly motivates the potential of this reduction approach.

Presently, we make no attempt to automatically select the underlying conformant solver. In future work, we intend to attempt to identify problem features that can help predict which planner will perform better, and to use these within a portfolio-based solver. In addition, we intend to extend the approach presented here to handle CPP domain with stochastic actions. A first step is to simply consider deterministic version of these actions, and to be able to verify that the solution addresses a sufficiently large probability mass.
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Abstract

Possibilistic POMDPs (π-POMDPs) are well-suited to planning under uncertainty with partial observability when transition, observation and reward functions are not precisely known. In this qualitative framework, functions defining the model as well as intermediate calculations are valued in a fixed and finite possibilistic scale $\mathcal{L}$. Contrary to their probabilistic counterparts, π-POMDPs reduce to belief MDPs with finite states, thus π-MDP algorithms as is handle partially observable problems too. In this paper, we propose the first study of factored representations of π-(PO)MDPs in order to solve large planning problems under imprecise uncertainty. Building upon the SPUDD algorithm for solving factored MDPs, we conceived a symbolic algorithm named PPUDD for solving large factored π-(PO)MDPs. Whereas the size of SPUDD’s ADD leaves may grow exponentially large since their values are real numbers aggregated through additions and multiplications, PPUDD’s ones always remain in the finite scale $\mathcal{L}$ via min and max operations only. Finally, we present a sound transformation from factored mixed-observable possibilistic problems with both hidden and visible state variables to fully observable ones, on which PPUDD is run. Experiments with possibilistic and probabilistic versions of the same benchmarks show that PPUDD runs significantly faster than its probabilistic counterpart while providing high-quality policies.

Introduction

Most sequential decision making under uncertainty problems can be easily expressed in terms of Markov Decision Processes (MDPs) (Bellman 1957; Puterman 1994). Partially Observable MDPs (POMDPs) (Smallwood and Sondik 1973) have been developed to take into account situations where the system’s state is not totally visible to the agent. Yet, this framework often encounters difficulties in computing optimal policies: dynamic programming algorithms like incremental pruning (Cassandra, Litman, and Zhang 1997) can only solve small POMDPs. Many approximation algorithms have been proposed to speed up computations while controlling the quality of resulting policies (Pineau, Gordon, and Thrun 2003; Smith and Simmons 2004; Hanna Kurniawati 2008). In this paper, we proceed quite differently starting with an approximated model and exactly solving it.

The π-POMDP (Possibilistic Partially Observable Markov Decision Process) framework was first introduced in (Sabbadin 1999): this possibilistic counterpart of classical (probabilistic) POMDPs is based on Possibility Theory (Dubois and Prade 1988) and more specifically on Qualitative Decision Theory (Dubois, Prade, and Sabbadin 1998; Dubois and Prade 1995). A possibility distribution, as all plausibility distributions, classically models imprecision or lack of knowledge about the uncertainty model. Using Possibility Theory instead of Probability Theory in POMDPs necessarily leads to an approximation of the initial probabilistic model. But this approach benefits from computations on finite belief state spaces, whereas probabilistic POMDPs tackle infinite ones. What is lost in precision of the uncertainty model is gained in computational complexity.

However, the belief space of a π-POMDP still exponentially grows with the number of states and only small problems can be solved in practice. Possibilistic Mixed-Observable MDPs (π-MOMDPs) proposed by (Drougard et al. 2013) take advantage of the specific structure of problems where parts of the system state are fully observable. This extension of π-MDPs and π-POMDPs is essentially the counterpart of probabilistic MOMDPs introduced by (Ong et al. 2010; Araya-López et al. 2010).

Nevertheless, existing works on π-(MO)MDPs do not totally profit from the problem’s structure, i.e. visible and hidden parts of the state can be themselves factored into many state variables, which are yet flattened by current possibilistic approaches. In probabilistic settings, factored MDPs and Symbolic Dynamic Programming (SDP) (Boutilier, Dearden, and Goldszmidt 2000; Hoey et al. 1999) have been extensively studied in order to reason directly at the level of state variables rather than flattened states. The famous algorithm SPUDD (Hoey et al. 1999) solves factored probabilistic MDPs by using symbolic functional representations of value functions and policies in the form of Algebraic Decision Diagrams (ADDs) (Bahar et al. 1997), which compactly encode real-valued functions of boolean variables. ADDs are directed acyclic graphs whose nodes are instantiated state variables and leaves are the function’s values. Instead of updating states individually at each iteration of
the algorithm, states are aggregated within ADDs and operations are symbolically and directly performed on ADDs.

However, SPUDD and all its variants suffer from an exponential growth of ADDs in the worst case as computations go on: expectation, amongst other operations, involves additions and multiplications of real values (probabilities and rewards), creating other values in-between, in such a way that the number of ADD leaves may eventually equal the size of the state space, which is exponential in the number of state variables. On the contrary, the qualitative possibilistic formalism operates only over a finite possibilistic scale \( \mathcal{L} \), but not over a dense space like in Probability Theory. Moreover, only max and min operations are involved, which implies that all manipulated values remain in \( \mathcal{L} \) from the beginning to the end. Therefore, our work is motivated by the simple observation that symbolic operations with possibilistic MDPs would necessarily limit the size of ADDs, since the number of their leaves would be at most equal to the cardinal of the possibilistic finite scale \( \mathcal{L} \), which is generally far smaller than the number of states. As a result, operating ADDs in the possibilistic framework would behave much like manipulating Binary Decision Diagrams (BDDs) (Bryant 1992), which are more compact than ADDs.

This paper begins with an overview of possibilistic models for sequential decision-making: \( \pi \)-MDPs, \( \pi \)-POMDPs, and \( \pi \)-MOMDPs. As possibility distributions are in a finite scale \( \mathcal{L} \), we will show that all these models reduce to \( \pi \)-MDPs with finite states, so that an algorithm for \( \pi \)-MDPs can solve all of them as is. This is a major difference with probabilistic sequential decision-making, where partial observable problems give rise to continuous belief MDPs, which belong to a higher complexity class. Thus, we will present our first contribution: a Symbolic Dynamic Programming algorithm for solving factored \( \pi \)-MDPs and manipulating symbolic possibilistic functions, named Possibilistic Programming Using Decision Diagram (PPUDD). Our second contribution is a principled reduction of any factored \( \pi \)-POMDP or \( \pi \)-MOMDP to factored (finite-state) \( \pi \)-MDPs, assuming a structural assumption on the structured problem. In brief, this assumption means that all post-action variables are independent given the past. Finally, we assess our algorithms with two experimental comparisons: PPUDD against SPUDD (Hoey et al. 1999) for solving possibilistic and possibilistic versions of the same benchmarks under total observability; PPUDD against SARSOP-based probabilistic solver (Hanna Kurniawati 2008; Ong et al. 2010) for solving mixed-observable problems, and a POMDP solver using ADDs, symbolic-HSVI (Sim et al. 2008).

**Background**

Markov Decision Processes (MDPs) are commonly used to model problems where an agent and its environment (called the system) are changing over time (represented by \( \mathbb{N} \)). As suggested by its name, a MDP is adapted to systems whose successive states \( (s \in S) \) have a Markovian evolution which depends on decisions \( (a \in A) \) chosen at each time step \( (t \in \mathbb{N}) \). Classically, this model is better known and used within the Probability Theory framework. However, possibilistic counterparts of MDPs have been studied in the literature, and are well-suited to problems whose uncertainties or rewards are imprecisely known to the decision maker, or which are too complex to be solved by probabilistic solvers. Indeed, possibilistic MDPs can be viewed as an approximated model of (probabilistic) MDPs, where probabilities and rewards are replaced by qualitative statements that lie in a finite numeric scale (as opposed to continuous ranges in the probabilistic framework), resulting in simpler computations.

**Possibilistic Markov Decision Processes**

The possibilistic MDP (\( \pi \)-MDP) model has been first formulated in (Sabbadin, Fargier, and Lang 1998) and (Sabbadin 2001). Let us define \( \mathcal{L} = \{0, \frac{1}{k}, \ldots, \frac{k-1}{k}, 1\} \), the fixed possibilistic scale \( (k \in \mathbb{N}^*) \). A possibility distribution \( \pi \) over \( S \) is a function \( \pi : S \rightarrow \mathcal{L} \) which verifies the possibilistic normalization: \( \max_{s \in S} \pi(s) = 1 \). This distribution ranks plausibilities of events: \( \pi(s) < \pi(s') \) means that \( s \) is less plausible than \( s' \). A \( \pi \)-MDP process starts in an initial state \( s_0 \in S \). If the system is in state \( s_t \in S \) at time step \( t \in \mathbb{N} \) and if the agent chooses action \( a_t \in A \), then next state \( s_{t+1} \in S \) is reached with possibility degree \( \pi(s_{t+1} | s_t, a_t) \in \mathcal{L} \). This defines the transition function \( T^\pi \) as the possibility of reaching \( s' \in S \) conditioned on current state and action \( (s, a) \in S \times A \): \( T(s, a, s') = \pi(s' | s, a) \). Contrary to probabilistic MDPs, transitions in the possibilistic framework are labeled by qualitative measures of their occurrences. Finally, a preference distribution \( \mu : S \rightarrow \mathcal{L} \) models the qualitative goals of the agent: \( \mu(s) < \mu(s') \) means that \( s \) is less preferable than \( s' \). The tuple \( (S, A, \mathcal{L}, T^\pi, \mu) \) defines a \( \pi \)-MDP.

A *decision rule* is a function \( \delta : S \rightarrow A \). A policy is a sequence of decision rules: \( \delta : (\delta_0, \delta_1, \ldots) \). Given a policy \( \delta \) for a \( \pi \)-MDP process, \( a_t = \delta_t(s) \) is the action selected by the agent in state \( s \) at time \( t \). A trajectory is a sequence of states: \( \tau = (s_1, s_2, \ldots) \). As the process \( (s_t)_{t \geq 0} \) is a Markov chain, the possibility degree of the finite \( (n\text{-size}) \) trajectory \( \tau = (s_1, s_2, \ldots, s_n) \) starting in \( s_0 \) and under the n-size policy \( \delta \) is:

\[
\Pi(\tau | s_0, \delta) = \min_{i=0}^{n-1} \pi(\{s_{i+1} | s_i, \delta(s_i)\}).
\]

The preference of a trajectory is defined as the preference of the last state: if \( \tau = (s_1, s_2, \ldots, s_n) \), \( M(\tau) = \mu(s_n) \). The set of all n-size trajectories is denoted by \( T_n \). Besides, the set of all n-size policies is denoted by \( \Delta_n \) and \( \Delta = \cup_{n \geq 0} \Delta_n \) is the set of all policies. Finally, \( #\delta \) is the size of policy \( \delta \in \Delta \). These notations are useful to define the infinite-horizon value of a policy \( \delta \) starting in \( s_0 \):

\[
u(s_0, \delta) = \max_{\tau \in T_{\neq \emptyset}} \min_{\delta \in \Delta} \Pi(\tau | s_0, \delta), M(\tau) \).
\]

The \( \pi \)-MDP infinite-horizon problem consists in finding a policy \( \delta \) in \( \Delta \) which maximizes this criterion, named value function: \( u^\pi(s) = \max_{\delta \in \Delta} \min_{\tau \in T_{\neq \emptyset}} u(s, \delta) \). As proved in (Drougard et al. 2013), there exist an optimal policy (which is stationary) that can be found by possibilistic dynamic programming (see Algorithm 1), if there exists an action \( \pi \) such that \( \pi(s' | s, \pi) = 1 \) if \( s = s' \), and 0 otherwise. Action \( \pi \) is similar to the discount factor in probabilistic MDPs,
which allows dynamic programming to converge under infinite horizon to a unique fixed point corresponding to stationary history-dependent policies. This hypothesis is yet not a constraint in practice: in the returned optimal policy ($\delta^*$), action $\pi$ is only used for goals whose preference degree is greater than possibility degree of transition to better goals. Finally, Algorithm 1 is guaranteed to converge in at most $\#S$ iterations.

**Algorithm 1**: $\pi$-MDP Value Iteration Algorithm

```plaintext
1 for $s \in S$ do
2 \quad $u^c(s) \leftarrow 0$; $u^v(s) \leftarrow \mu(s)$; $\delta^*(s) \leftarrow \pi$;
3 while $u^v \neq u^c$ do
4 \quad for $s \in S$ do
5 \quad \quad $u^v(s) \leftarrow \max_{a \in A} \min_{s' \in S} \{ \pi(s' \mid s, a), u^v(s') \}$;
6 \quad \quad if $u^v(s) > u^v(s)$ then
7 \quad \quad \quad $\delta^*(s) \leftarrow \arg\max_{a \in A} \min_{s' \in S} \{ \pi(s' \mid s, a), u^v(s') \}$;
8 return ($u^v$, $\delta^*$);
```

### Possibilistic Mixed-Observable MDPs

The possibilistic MOMDP model (Drougard et al. 2013) further complicates the previous one, by considering problems where part of the state variables are partially observable, the other ones being totally observable as in factored $\pi$-MDPs. The agent should estimate the system’s state using observations $o \in O$, which it receives from the environment at each time step. These observations allow him to maintain a belief state in the form of a possibilistic distribution over hidden states, which is updated at each time step using possibilistic Bayes’ rule. In fact, $\pi$-MOMDPs include $\pi$-MDPs as special cases when all state variables are totally observable. On the opposite side, when all state variables are partially observable, $\pi$-MOMDPs reduce to possibilistic Partially Observable MDPs ($\pi$-POMDPs), first studied by (Sabaddin 1999). Whereas we presented $\pi$-MDPs for pedagogical reasons, we will not explicitly define $\pi$-POMDPs, since they are special cases of $\pi$-MOMDPs.

In the probabilistic framework, Mixed-Observability has been set up and studied in (Ong et al. 2010) and (Araya-López et al. 2010). These works consist in formalizing situations where the set of states can be expressed as a Cartesian product of a set of visible states and a set of partially observable (hidden) ones: $S = S_v \times S_h$. In the mixed-observable probabilistic setting, a belief state $b$ is a probability distribution over $S_h$, which is updated using Bayes’ rule after each observation $o \in O$ is received. The set of all probability distributions over $S_h$ is denoted by $B \subseteq [0, 1]^{S_h}$. Since the sequence of beliefs is a Markov process, it is well-known that partially observable problems can be transformed into fully observable ones, yielding a belief MDP over a continuous infinite state space $B$. Indeed, the value function $V : S_v \times B \rightarrow \mathbb{R}$ is piecewise linear and convex for each fixed visible state in $S_v$ and each finite horizon (Smallwood and Sondik 1973), which requires MOMDP solvers to deal with successive sets of $\alpha$-vectors $\alpha \in \Gamma_n(s_v) \subseteq \mathbb{R}^{S_v}$ such that $V(s_v, b) = \max_{\alpha \in \Gamma_n(s_v)} \alpha \cdot b$ (Ong et al. 2010; Araya-López et al. 2010). MOMDPs are actually a recent extension of POMDPs, which consider the entire state space as partially observable even if some parts are directly visible to the agent (Cassandra, Littman, and Zhang 1997; Pineau, Gordon, and Thrun 2003; Smith and Simmons 2004). Thus, MOMDP planners are proven to run significantly faster than POMDP ones, since they reason about a reduced continuous belief space.

Mixed-Observable MDPs have been also studied in (Drougard et al. 2013) for the possibilistic framework. Figure 1 depicts the influence diagram of a $\pi$-MOMDP. The hidden part of the system state may initially not be entirely known: an estimation can be however available. This uncertainty over transitions between states is modeled by $T^\pi(s, a, s') = \pi(s' \mid s, a) = \pi((s'_v, s'_h) \mid (s_v, s_h), a) \in \mathcal{L} = \{0, 1, \ldots, 1\}$.

Like probabilistic MOMDPs, $\pi$-MOMDPs can be reduced to belief $\pi$-MDPs. However, contrary to the probabilistic case and thanks to the finite uncertainty measure used in Possibility Theory, state space of belief $\pi$-MDPs remains finite as explained in the next subsection. This fundamental property means that any algorithm for $\pi$-MDPs can solve as is any $\pi$-MOMDPs (and $\pi$-POMDPs as a special case) after reduction to a finite-state belief $\pi$-MDP.

### Possibilistic belief and reduction to $\pi$-MDPs

The hidden part of the system state may initially not be entirely known: an estimation can be however available. This estimation is expressed in terms of a possibility distribution $\beta_0 : S \rightarrow \mathcal{L}$ called initial possibilistic belief and is generally between the two following extrema: if $\forall s_h \in S_h \beta_0(s_h) = 1$, the initial hidden state is completely unknown; and if $\exists s_h \in S_h$ such that $\beta_0(s_h) = 1$, the initial hidden state is known to be $s_h$. Let us define recursively the history ($h_t$)$_{t \geq 0}$ of a $\pi$-MOMDP: $h_0 = \{\beta_0, s_v, 0\}$ and for each time step $t \geq 1$, $h_t = \{\alpha_t, s_{v,t}, a_{t-1}, h_{t-1}\}$. The possibilistic belief at time step $t \geq 0$ is defined as the possibility distribution over variable $s_{h,t}$ conditioned on history $h_t$: $\forall s_h \in S_h, \beta_t(s_h) = \pi(s_h \mid h_t)$. 

![Figure 1: Dynamic influence diagram of a (\pi-)MOMDP](image-url)
Let $\beta_{t+1}$ be the belief distribution at time $t+1$: if $o'$ is the current observation, $s'_v$ the current visible state and $a$ the previous action, it comes from definitions that $\forall s'_h \in S_h$, $\beta_{t+1}(s'_h) = \pi(s'_h | s'_v, o', a, h_t)$. This can be computed using possibilistic Bayes’ rules (Dubois and Prade 1990) from the joint possibility distribution $\pi(s'_h, o', s'_v | a, h_t)$. Computation of this joint distribution depends on data of the $\pi$-MOMDP problem: writing arbitrarily $(s'_h, s'_v)$ or $s'$ the system state,

$$
\pi(s'_h, o', s'_v | a, h_t) = \min \{ \pi(o' | s', a), \pi(s' | a, h_t) \} = \min \{ \Omega^T(s', a, o'), \pi(s' | a, h_t) \}.
$$

Finally:

$$
\beta_{t+1}(s'_h) = \begin{cases} 
1 & \text{if } s'_h \in \text{argmax}_{s'_h} \pi(s'_h, o', s'_v | s_v, \beta_t, a) > 0 \\
\pi(s'_h, o', s'_v | s_v, \beta_{t+1}) & \text{otherwise}
\end{cases}
$$

The set of all possibility distributions over $S_h$ is denoted by $B^\pi$. Note that $B^\pi$ is finite of size $\#L \#S_h - (\#L - 1)\#S_h$, which is certainly exponential in the size of the hidden state space but finite. The belief update Equation 1 can be formulated as a belief update function $U : B^\pi \times A \times S^2_h \times O \rightarrow B^\pi$ such that $\beta_{t+1} = U(\beta_t, a, s_v, s'_v, o')$.

We see that the agent can reason on a belief $\pi$-MDP with finite state space $S \times B^\pi$, by updating its belief over $S_h$ on the basis of previous action $a$ and state $s_v$, current state $s'_v$ and observation $o'$. This belief update defines the transitions and preferences of the belief $\pi$-MDP, which requires to firstly introduce $K(\beta, a, s_v, s'_v, o') = \{ o' \in O \text{ such that } U(\beta, a, s_v, s'_v, o') = \beta' \}$ the set of observations which lead to $\beta'$ given previous belief $\beta$, action $a$, state $s_v$, and current state $s'_v$. Secondly, we construct the possibility distribution over observations and visible states as:

$$
\pi(o', s'_v | s_v, \beta, a) = \max_{s'_h \in S_h} \pi(s'_h, o', s'_v | s_v, \beta, a).
$$

The new transition possibility is then

$$
\pi(s'_v, \beta | s_v, \beta, a) = \max_{o' \in K(\beta, a, s_v, s'_v, o')} \pi(o', s'_v | s_v, \beta, a)
$$

with the convention $\max_0 = 0$.

Finally, we define the preference over $(s_v, \beta)$ such that this paired state is considered as good if it is necessary (according to $\beta$) that the system is in a good state:

$$
\mu(s_v, \beta) = \min_{s_h \in S_h} \max \{ \mu(s_v, s_h), 1 - \beta(s_h) \}.
$$

This reduction of any $\pi$-MOMDP to a finite-state belief $\pi$-MDP with structured states $s = (s_v, \beta)$ has been exploited in (Drougard et al. 2013). However, this previous work did not consider $s_v$ nor $\beta$ to be themselves factored into variables, meaning that it did not tackle factored $\pi$-MOMDPs.

In the next section, we present our first contribution: the first symbolic algorithm to solve factored $\pi$-MDPs, which also handles factored $\pi$-MOMDPs by reduction to $\pi$-MDPs, and factored $\pi$-POMDPs by inclusion in $\pi$-MOMDPs.

### Solving factored $\pi$-MDPs using symbolic dynamic programming

Factored MDPs (Hoey et al. 1999) have been used to efficiently solve structured sequential decision problems under probabilistic uncertainty, by symbolically reasoning on functions of states via decision diagrams rather than on individual states. In this framework, the state space $S$ consists of a set of binary variables $X = \{X_1, \ldots, X_n\}$; $\#S = 2^n$. The current state is denoted by $X$ and the next one by $X' = \{X'_1, \ldots, X'_n\}$. Dynamic Bayesian Networks (DBNs) (Dean and Kanazawa 1989) offer a useful graphical representation of $\pi$-MDP transitions, as depicted in Figure 2. In DBN semantics, $\text{parents}(X'_i)$ is the set of state variables on which $X'_i$ depend. From now on, we assume that the next state’s variables depend for each action only on a subset of $X$, i.e. $X'_1, \ldots, X'_a$ are independent given $X$. Using DBN semantics, it means that $\text{parents}(X'_i) \subset X$, which is often denoted as uncorrelated action effects: methods are discussed in the literature to circumvent this restrictive assumption (Boutilier 1997). In the possibilistic settings, this assumption allows us to compute the joint possibility transition as $\pi(o | s, a) = \pi(X' | X, a) = \min_{i=1}^a \pi(\text{parents}(X'_i), a)$.

Thus, a factored $\pi$-MDP can be defined with transition functions $T^{a,i}_X$ for each $a \in A$ and each $1 \leq i \leq n$ such that

$$
T^{a,i}_X(X'_i, a, X'_i) = \pi(X'_i | \text{parents}(X'_i), a).
$$

Each transition function can be compactly encoded in an Algebraic Decision Diagram (ADD) (Bahar et al. 1997). An ADD, as illustrated in Figure 3, is a directed acyclic graph which represents a real-valued function of binary state variables, whose identical sub-graphs are merged and zero-valued leaves are not memorized. Thus, ADDs are compact symbolic representations of real-valued functions of boolean variables. The possibilistic dynamic programming’s update equation of Line 6 of Algorithm 1 can be rewritten in a symbolic form, so that states are now globally updated at once instead of individually: if $u^*(s) = \max_a u(s, h)$ is the current optimal value function (step $t > 0$), the Q-value of an action $a \in A$, defined as $q^a(s) = \max_{s' \in S} \{ \pi(o' | s, a), u^*(s') \}$, is:

$$
q^a(s) = \min_{s' \in S} \{ \pi(o' | s, a), u^*(s') \}.
$$

$^1$Non-binary state variables with $m$ discrete values can be transformed into $\lceil \log_2 m \rceil$ binary variables.
Then, the possibilistic Q-value of action $a$ is: $q^a = q_n^a$.

Proof.

$$q^a = \max_{s' \in S} \min \{ \pi(s'|s,a), u^*(s') \} = \max_{s' \in S} \{ \min_{i=1}^n \pi(X'_i | \text{parents}(X'_i), a), u^*(s') \}$$

$$= \max_{X'_n \in \{0,1\}} \{ \pi(X'_n | \text{parents}(X'_n), a), \cdots, \max_{X'_2 \in \{0,1\}} \{ \pi(X'_2 | \text{parents}(X'_2), a), \cdots, \max_{X'_1 \in \{0,1\}} \{ \min_{i=1}^n \pi(X'_i | \text{parents}(X'_i), a), u^*(X'_1, \cdots, X'_n) \} \} \} \cdots \}

This proposition means that we can iteratively regress the Q-value of action $a$, represented as an ADD, over successive post-action state variables $X'_i, 1 \leq i \leq n$. In order to make explicit that we are working with symbolic functions encoded as ADDs, we will use the following notations:

- $\min \{ f, g \}$ where $f$ and $g$ are 2 ADDs;
- $\max_{X'_i} f = \max \{ f_{X'_i=0}, f_{X'_i=1} \}$, which can be easily computed because ADDs are constructed on the basis of the Shannon expansion: $f = X'_i \cdot f_{X'_i=0} + X'_i \cdot f_{X'_i=1}$ where $f_{X'_i=1}$ and $f_{X'_i=0}$ are sub-ADDs representing the positive and negative Shannon cofactors (see Fig. 3a).

Figure 3b illustrates the possibilistic regression of the Q-value of an action for the first state variable $X_1$. Contrary to factored probabilistic MDPs, for which additions and multiplications involved in the computation of Q-values create new values (i.e. ADD leaves) most of the time, factored π-MDPS’ min and max operations do not create new values from the input ADDs. More concretely, ADDs with probabilistic operations can have up to $2^n$ leaves (i.e. as many values as the number of states), whereas ADDs with possibilistic operations can have up to $|\mathcal{L}| \ll 2^n$ leaves. It means that ADDs should be far smaller in practice under possibilistic settings, which was a motivation for this paper and is experimentally checked in a forthcoming section.

Algorithm 2 is a symbolic version of Algorithm 1, which relies on the regression scheme defined in Proposition 1. Inspired by SPUDD (Hoey et al. 1999), PPUD means Possibilistic Planning Using Decision Diagrams. As for SPUD, PPUD needs to swap state variables to primed ones in the ADD encoding the current value function before computing the Q-value of an action $a$ (see Line 5 of Algorithm 2). This operation is required to differentiate the next state, which is represented by primed variables, from the current one when operating ADDs. Lines 4-9 apply Proposition 1 and correspond to Line 6 of Algorithm 1.

Algorithm 2: Possibilistic Planning Using Decision Diagrams (PPUDD)

```
1  u^* ← 0; u^c ← μ; δ ← π;
2  while u^c ≠ u^c do
3    u^* ← u^c;
4    for a ∈ A do
5      q^a ← swap each X_i variable in u^* with X'_i;
6      for 1 ≤ i ≤ n do
7        q^a ← \min \{ q^a, \pi(X'_i | \text{parents}(X'_i), a) \};
8        q^a ← \max \{ q^a, q^a \};
9      u^c ← \max \{ q^a, u^c \};
10     update δ to a where q^a = u^c and u^c > u^*
11  return (u^*, δ);
```

Factored π-MOMDPs

As explained in the background section, any π-MOMDP defined over the state space $S_v \times S_h$ can be transformed into a finite-state belief π-MDP whose states are in $S_v \times B^n$ with
$B^\pi \subseteq L^{S_h}$. In order to symbolically solve $\pi$-MOMDPs with PP-UDD, we need: (1) to factorize $B^\pi$ as a product of discrete state variables; (2) to reason about independent post-action state variables (so-called uncorrelated action effects). We will prove in the following that this requires to assume the following structural assumption: post-action state variables are independent, hidden state variables does not depend on other previous hidden state variables and each observation can only depend on action, previous visible state variables and current corresponding hidden state variable. This assumption is depicted in Figure 4, which represents the DBN of a factored $\pi$-MOMDP $(S_v \times S_h, A, L, T^\pi, \mathcal{O}, \Omega^\pi, \mu)$, where: $S_v = S_{v,1} \times \ldots \times S_{v,m}$, $S_h = S_{h,1} \times \ldots \times S_{h,1}$ and $\mathcal{O} = O_1 \times \ldots \times O_l$ with $\forall 1 \leq i \leq l, O_i$ the set of observations corresponding to $S_{h,i}$. We note that factored probabilistic MOMDP have not yet been studied to the best of our knowledge. We would not be surprised if factored probabilistic MOMDPs would require the same structural assumption as the one presented here, which could interestingly inspire future work under probabilistic settings.

**Factorizing $B^\pi$ as a product of discrete state variables.**

Our structural assumption allows us to first prove in Theorem 1 that the current belief state is actually the minimum of all marginal beliefs, defined as the possibility distribution over a hidden state variable.

**Theorem 1.** If $s_{h,1}, \ldots, s_{h,l}$ are initially independent, then at each time step $t > 0$ the belief over hidden states can be written $\beta_t = \min_{s_j} \beta_{t,j}$ with $\forall s_j \in S_{h,j}$, $\beta_{t,j}(s_j) = \pi(s_j | h_t)$ the belief over $S_j$.

**Proof.** First $s_{h,1}, \ldots, s_{h,l}$ are initially independent, then $\exists (\beta_{0,j})_{j=1}^l$ such that $\beta_{0} = \min_{s_h} \beta_{0,j}(s_h)$. Now recall that $h_{t+1} = \{o_{t+1}, s_{v,t+1}, a_t, h_t\}$. The independence between hidden variables conditioned on the history can be shown using the d-separation (Pearl 1988) used for example in (Stefan J. Witwicki and Spaan 2013). In fact, as shown figure 4 given $1 \leq i < j \leq l$, $s_{h,i}$ and $s_{h,j}$ are d-separated by the evidence $h_{t+1}$. Thus $\pi(s_{h,j} | h_{t+1}) = \min_{j=1}^l \pi(s_{h,j} | h_{t+1})$ i.e. $\beta_{t}(s_{h,j}) = \min_{j=1}^l \beta_{t,j}(s_{h,j})$. Note however that it would not be true if the same observation variable $o$ would have concerned two different hidden state variables $s_{h,p}$ and $s_{h,q}$: as $o$ is part of the history, there would be a convergent (towards $o$) relationship between $s_{h,p}$ and $s_{h,q}$ and the hidden state variable would have been dependent (because d-connected) conditioned on history. Moreover if hidden state variable $s_{h,p}$ could depend on previous hidden state variable $s_{h,q}$, $s_{h,p}$ and $s_{h,q}$ would have been dependent conditioned on history because d-connected trough $s_{h,q}$.

Theorem 1 allows us to rewrite the state space in the form of $S_v \times \ldots \times S_{v,m} \times B_{h,1} \times \ldots \times B_{h,l}$ with $B_{h,i} \subseteq L^{S_{h,i}}$, $0 \leq i \leq l$. Each $B_{h,i}$ state variable has a finite domain with $\#L^{S_{h,i}} - (\#L - 1)^{\#S_{h,i}}$ values. If all state variables are binary, $\#B_{h,i} = 2\#L - 1$ for $1 \leq i \leq l$, so that the total number of flattened states of the belief $\pi$-MDP would be $2^m(2\#L - 1)^l$; contrary to probabilistic settings, hidden state variables and visible ones have a similar impact on the solving complexity, i.e. both singly-exponential in the number of state variables. In the general case, by noting $\kappa = \max \{\max_{1 \leq i \leq m} \#S_{v,i}, \max_{1 \leq j \leq l} \#S_{h,j}\}$, there are $O(\kappa^{m(\#L)^{(k-1)}})$ flattened states, which is indeed exponential in the arity of state variables too.

**Uncorrelated action effects of the belief $\pi$-MDP.**

PP-UDD requires that post-action state variables are all independent given the past. In order to prove this property for belief $\pi$-MDP, we first need to demonstrate Lemma 1, which shows how marginal beliefs are actually updated. For this purpose, we recursively define the history concerning hidden variable $s_{h,j}$: $h_{0,j} = \{\beta_{0,j}\}$ and $\forall t \geq 0$, $h_{t+1,j} = \{o_{t+1,j}, s_{v,t}, a_t, h_{t,j}\}$. Similarly to the belief update presented in the background section concerning the transformation of $\pi$-MOMDPS to $\pi$-MDPs, we note:

$$\pi(s_{h,j} | s_v, a) = \max_{\beta_{t,j}(s_{h,j})} \pi(s_{h,j} | s_v, a, \beta_{t,j}(s_{h,j}))$$

$$\pi(s_{h,j} | s_v, a, \beta_{t,j}(s_{h,j})) = \min_{(s_{h,j}, s_{h,j}')} \pi(s_{h,j} | s_v, a, \beta_{t,j}(s_{h,j}))$$.

**Lemma 1.** If the agent was at time $t$ in visible state $s_v$, had the belief $\beta_{t,j}$ over hidden states $s_{h,j}$, executed action $a$ and then get observation $o_{t,j}$, update of the belief state over $S_{h,j}$ is:

$$\beta_{t+1,j} = \arg \max_{\beta_{t+1,j}} \pi(s_{h,j} | s_v, a, \beta_{t,j}(s_{h,j}))$$

$$\pi(s_{h,j} | s_v, a, \beta_{t,j}(s_{h,j})) = \min_{(s_{h,j}, s_{h,j}')} \pi(s_{h,j} | s_v, a, \beta_{t,j}(s_{h,j}))$$.

**Proof.** First note that $s_{h,j}$ and $\{o_{t,m} \}_{m \neq j} \cup \{s_{v,t}\}$ are d-separated by the evidence $h_{t,j}$ then $s_{h,j}$ is independent of $\{o_{t,m} \}_{m \neq j} \cup \{s_{v,t}\}$ conditioned on $h_{t,j}$: $\pi(s_{h,j} | h_{t,j}) = \pi(s_{h,j})$. Finally the update can be computed in the same way that update 1 using functions of the problem: $\beta_{t,j}, \pi(s_{h,j} | s_v, a)$.

![Figure 4: DBN of a factored $\pi$-MOMDP](image-url)
Finally, Theorem 2 relies on Lemma 1 to exploit the independence of all post-action state variables of the belief π-MDPs given the past, which allows us to run PPUDD on it, and provide the possibilistic transition of this belief π-MDP.

**Theorem 2.** \( \forall \beta, \beta' \in B, \forall s_v, s'_v \in S_v, \forall a \in A, \pi(s'_v, \beta' | s_v, \beta, a) = \min \left\{ \frac{k}{i=1} \pi(s'_{v,i} | s_v, \beta, a), \min_{j=1} \pi(\beta'_j | s_v, \beta_j, a) \right\} \)

**Proof.** Let \( s_{h,1} \) and \( s_{h,2} \) two hidden states: using that \( \pi(s'_h | s_v, s_{h,1}) = \min \left\{ \pi(s'_{h,1} | s_v, s_{h,1}, a), \pi(s'_h | s_v, s_{h,2}, a) \right\} \) and \( \beta(s_h) = \min \{ \beta_1(s_{h,1}), \beta_2(s_{h,2}) \} \), we get easily

\[ \pi(s'_h | s_v, \beta, a) = \min \left\{ \pi(s'_{h,1} | s_v, \beta_1, a), \pi(s'_h | s_v, \beta_2, a) \right\}. \]

This result and the fact that \( \pi(o' | s_v, s'_v, a) = \min \left\{ \pi(o'_1 | s_v, s'_{h,1}, a), \pi(o'_2 | s_v, s'_{h,2}, a) \right\} \)

leads to the equality \( \pi(o' | \beta, a) = \min \left\{ \pi(o'_1 | s_v, \beta_1, a), \pi(o'_2 | s_v, \beta_2, a) \right\}. \)

The previous equation shows that observations are independent given the past. Moreover, we proved in Lemma 1 that updates of each marginal belief can be performed independently on other marginal beliefs, but depends on the corresponding observation only. Thus, we conclude that marginal belief state variables are independent given the past. Finally as \( s'_v \) and \( o' \) are independent given the past, \( \pi(s'_v, \beta' | s_v, \beta, a) = \max_{o' \in K(\beta, a, s_v, \beta')} \pi(s'_v, o' | s_v, \beta, a) \)

\[ = \max_{o' \in K(\beta, a, s_v, \beta')} \min \left\{ \pi(s'_{v} | s_v, \beta, a), \pi(o' | s_v, \beta, a) \right\} \]

\[ = \min \left\{ \pi(s'_{v} | s_v, \beta, a), \max_{o' \in K(\beta, a, s_v, \beta')} \pi(o' | s_v, \beta, a) \right\} \]

which conclude the proof. \( \square \)

**Experimental results**

We should now summarize the main benefits of using factored π-MDPs over probabilistic models:

- values of ADDs are in the finite scale \( \mathbb{R} \) rather than \( \mathbb{R} \), so that the number of their leaves is at most \#L \( \ll 2^n \) (probabilistic models’ ADDs have up to \( 2^n \) leaves);
- partially observable models (factored π-POMDPs and π-MOMDPs) boil down to factored finite-state belief π-MDPs that can be solved by PPUDD as is assuming some structural assumption of the underlying actions’ DBNs;
- partially-observable features of the state do not impact much PPUDD’s performances than totally-observable ones if all hidden state variables are binary, since π-MOMDPs are then in the same complexity class as π-MDPs (in probabilistic models, partially-observable problems are always in a higher complexity class).

Of course, we have to pay a price: namely, possibilistic models are approximations of probabilistic ones (except if probabilities in the model are anyway imprecisely known). Yet, many state-of-the-art probabilistic algorithms are approximate while our PPUDD algorithm is exact. In this section, we compare our approach against probabilistic solvers in order to answer the following question: what is the efficacy/quality tradeoff achieved by reasoning about an approximate model but with an exact efficient algorithm?

**The navigation domain.** We first compared PPUDD against SPUDD on the navigation domain used in planning competitions (Sanner 2011). In this domain, a robot navigates in a grid where it must reach some goal location most reliably. It can apply 5 actions which cost 1 except if we reach the goal: going north, east, south or west, and staying at the current location. When moving, it can suddenly disappear with some probability defined as a Bernoulli distribution, so that a good policy tries to reach the goal by avoiding situations where it may disappear. We approximated this probabilistic model by two possibilistic ones, M1 based on preference preservation (Dubois, Prade, and Sandri 1993), and M2 more pessimistic: the preference of reaching the goal is 1; for M1 the highest probability of each Bernoulli distribution is replaced by 1 (for possibility normalization reasons), for M2 the probability to disappear is replaced by 1, and we keep the same value for the lowest probability. Figure 5a shows SPUDD runs out of memory from the 5th problem, and PPUDD computation’s time outperforms SPUDD’s one by many orders of magnitude. Intuitively, this result comes from the fact that PPUDD’s ADDs should be smaller because their leaves’ values are in the finite scale \( \mathbb{L} \) rather than \( \mathbb{R} \), which is indeed demonstrated in Figure 5b. Figures 5c and 5d shows performances of the three models: unlike M1 whose performances are reduced due to possibilistic approximation, M2’s performances are similar to probabilistic model’s ones, as danger is modeled as necessary. We note that goal reached frequency decreases with

![Figure 5: PPUDD vs. SPUDD on the navigation domain](image)
instance’s size as risk of disappearance increases.

The RockSample domain. This problem is detailed in (Smith and Simmons 2004): a rover navigates in an environment modeled as a $N \times N$ grid and has to collect scientific samples of some interesting rocks. It knows the locations of the $R$ rocks $(x_i, y_i)_{i=1}^R$ but not which ones are actually of interest (called “good” rocks). However, sampling a rock is expensive: the rover is fitted with a noisy long-range sensor that can be used to determine if a rock is “good” or not (“bad”). When a rock is sampled, it becomes (or stays) “bad” (no more interesting). At the end of the mission, the rover has to reach the exit location at the right side of the grid. This problem is modeled as follows:

- $S_v$ consists of all the possible locations of the rover $(x_r, y_r)$ in addition to the exit ($\#S_v = N^2 + 1$),
- $S_h$ consists of all the possible natures of the rocks ($S_h = S_{h,1} \times \ldots \times S_{h,R}$ with $1 \leq i \leq R$, $S_{h,i} = \{ \text{good, bad} \}$),
- $A$ contains the (deterministic) moves in the 4 directions $(a_{\text{north}}, a_{\text{east}}, a_{\text{south}}, a_{\text{west}})$, checking rock $i$ $(a_{\text{check},i})$ $\forall 1 \leq i \leq R$ and sampling the current rock $(a_{\text{sample}})$,
- $O = O_1 \times \ldots \times O_R$ where $\forall 1 \leq i \leq R$, $O_i = \{ o_{\text{good}}, o_{\text{bad}} \}$ are observations concerning the $i$th rock.

Without going into details of the model, the factorization of the observation set naturally yields to the structural assumption required for factored $\pi$-MOMDPs, since each observation variable is mapped to a hidden state variable. Note that the observation set of this domain is best known in the literature in the simpler form $O = \{ o_{\text{good}}, o_{\text{bad}} \}$, where the observation concerns the current rock, which is strictly equivalent to the previous factorization but does not highlight the structural assumption. The rationale behind observations is the following: the more the rover is close to the checked rock, the better it observes its nature. In the original probabilistic model, the probability of a correct observation equals $\frac{1}{2} \left( 1 + e^{-\sqrt{(x_r-x_i)^2 + (y_r-y_i)^2}} \right)$ with $c > 0$ a constant (the smaller is $c$, the more effective is the sensor). The rover gets a reward $+10$ for each good rock sampled, $-10$ for each bad rock sampled, and $+10$ when it reaches the exit.

In the possibilistic model, we approximate the observation function by using a critical distance $d > 0$ beyond which checking a rock is uninformative: $\pi(a_i' \mid s_i', a, s_v) = 1 \\forall a_i' \in O_i$. If the rover is distant from the rock less than $d$, the possibility degree of erroneous observation becomes $\#S_v - 1$, or zero if it stands at the checked rock. Finally, as possibilistic semantics does not allow sum of rewards, we have to introduce an additional visible state variable $s_{v,2} \in \{1, \ldots, R\}$ which counts the number of checked rocks. The qualitative dislike of sampling is modeled with $\mu(s) = \frac{R^2 - s_{v,2}}{R^2}$ if $s_v$ is terminal and zero otherwise.

We compared PPUDD on the transformed factored belief $\pi$-MDP against a recent probabilistic MOMDP planner APPL (Ong et al. 2010), and a POMDP solver using ADDs symbolic HSVI (Sim et al. 2008). The two possibilistic planners need a precision of computation, which impacts performances: we set it to 1, and Figure 6a compares computation times of these three algorithms. We note that APPL runs out of memory with 8 rocks, symbolic HSVI with 7 rocks, and PPUDD outperforms it by many orders of magnitude. In order to assess the loss in quality of PPUDD due to possibilistic settings, we also compared the expected total rewards of both approaches. As APPL is an anytime solver we can fix a stopping computation time: we stopped APPL at the time equal to PPUDD’s computation time to compare performances. For PPUDD, we simply evaluated with the probabilistic model the policy that was computed under possibilistic settings. Surprisingly, Figure 6b shows that rewards gathered are higher with PPUDD than with APPL. The reason is that APPL is in fact an approximate possibilistic planner, which shows that our approach consisting in exactly solving an approximate model can outperform algorithms that approximately solve an exact model. Moreover, exact POMDP planners are unable to scale to problems of the size of the RockSample ones. Finally, it is worth noting that probabilities of the observation model, which represent uncertainties of sensor outputs, may be difficult to precisely know in practice, in which case possibilistic models may be more physically accurate.

**Conclusion**

We presented PPUDD, the first algorithm to the best of our knowledge that symbolically solves factored possibilistic (MO)MDPs. In our opinion, possibilistic models are a good tradeoff between non-deterministic ones, whose uncertainties are not at all quantified yielding a very approximate models, and probabilistic ones, where uncertainties are fully specified. Moreover, $\pi$-MDPs reason about finite values in a qualitative scale $\mathcal{L}$ whereas probabilistic MDPs deal with real values, which implies larger ADDs for symbolic algorithms. Also, partially-observable problems reduce to finite-state belief $\pi$-MDPs, which allow PPUDD to solve them too, contrary to their probabilistic counterparts that yield continuous-state belief MDPs. Our experimental results show that using an exact algorithm (PPUDD) for an approximate model ($\pi$-MDPs) can run significantly faster than reasoning about exact models, while providing better policies than approximate algorithms (APPL) for exact models. In the future, we would like to investigate automatic translations of probabilistic models to possibilistic ones, and thoroughly study the class of problems that can be efficiently solved by our approach.
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Abstract
Recently, Brafman and Shani have introduced a mapping for transforming deterministic contingent planning problems into classical ones. Their translation is interesting and elegant, but exponential in the number of possible initial states. They use it for action selection in an on-line contingent planner by calling a classical planner on an approximate translation, where the set of possible initial states is replaced by a sample of few states.

In this work, we introduce two alternative translations of contingent into classical problems, that are both polynomial, and we test them by solving contingent problems off-line using classical planners. While the results are not at the level of the last generation of off-line contingent planners like CNF, DNF, or CLG, they are meaningful enough and are on par with other recent contingent planners such as Contingent-FF, POND, and MBP. Moreover, the limitations in performance are not always a result of the size of the translations, but more a consequence of the limitations of current classical planning algorithms. These new translations thus enlarge the scope of problems that can be effectively solved by classical planners, while at the same time they present classical planners with new challenges.

Introduction
In the last few years, it has been shown that translations that map planning problems with incomplete information into planning problems with complete information can be computational effective and useful. This approach includes the translation of conformant problems into classical problems that underlies the conformant planner T0 (Palacios and Geffner 2009), the translation of contingent problems into fully observable non-deterministic problems used in the off-line and on-line contingent planner CLG (Albore, Palacios, and Geffner 2009), and the translation of contingent problems into classical problems used by the on-line contingent planner MSPR (Brafman and Shani 2012b). The first two translations are based on considerations of width, and are polynomial in the problem size. The translations used by these planners are a special case of more general complete translations that in the worst case are exponential in the number of problem variables. The translation underlying MSPR, on the other hand, is in the worst case doubly exponential in the problem size, as is exponential in the number of possible initial states. Brafman and Shani use their translation heuristically, for selecting actions in an on-line contingent planner by calling a classical planner on the approximate translation that results when the set of possible initial states is replaced by a smaller set of 4–8 samples.

In this work, we build on Brafman’s and Shani’s ideas to introduce two alternative translations for mapping contingent planning problems to classical problems. Unlike Brafman’s and Shani’s translations, however, our translations are polynomial in the number of possible initial states. Furthermore, we do not test these translations heuristically for selecting actions but for computing full solutions to contingent problems using classical planners. We show that, while the results from our translations are not at the level of the last generation off-line contingent planners like CNF, DNF (To, Pontelli, and Son 2011) or CLG, they are meaningful enough and are on par with other recent contingent planners such as Contingent-FF (Hoffmann and Brafman 2005), POND (Bryce, Kambhampati, and Smith 2006), and MBP (Bertoli et al. 2006). Moreover, the limitations in performance are not always a result of the size of the translations, but of limitations of current classical planning algorithms.

The new translations thus enlarge the scope of problems that can be effectively solved by classical planners while at the same time they present classical planners with new challenges. Furthermore, we expect these ideas to be relevant to other types of planning problems as well. For example, Brafman and Shani, along with Zilberstein, have used the ideas underlying their contingent translation to provide an approach for solving Q-Dec-POMDPs using classical planners (Brafman, Shani, and Zilberstein 2013). Q-Dec-POMDPs are collaborative multiagent planning models that are similar to Dec-POMDPs (Bernstein, Zilberstein, and Immerman 2000), except that uncertainty is represented by sets of states rather than probability distributions. In principle, our translations could be used for the same purpose but with potentially better results.

The rest of the paper is organized as follows. We consider the model and representation of (deterministic) contingent planning problems, then present each of two new translations along with their formal properties, and finally, the experimental results.
Contingent Planning

We review the model and representation of contingent planning problems.

Model

The model underlying deterministic contingent planning can be characterized as a tuple \( S = \langle S_0, S_G, A, O, f, o \rangle \) where \( S \) is a finite set of states, \( S_0 \subseteq S \) is the set of possible initial states, \( S_G \) is the set of goal states, \( A \) is a set of actions with \( A(s) \) denoting the actions in \( A \) that are applicable in the state \( s \), and \( O \) is a set of observation tokens. An action \( a \) applicable in a state \( s \) changes the state to \( s' = f(a, s) \) and results in the observation token \( o(a, s, a) \in O \). Executions are sequences of action-observation pairs \( a_0, o_0, a_1, o_1, \ldots \) and beliefs represent the sets of states that are possible. The initial belief state is \( b_0 = S_0 \), and if \( b \) is the belief before the action \( a \) is applied, the belief right after \( a \) is \( b_a = \{ s' \mid s' = f(a, s) \text{ and } s \in b \} \), while \( b'_a = \{ s \mid s \in b_a \text{ and } o = o(a, s, a) \} \) is the belief after getting then the observation token \( o.a \).

An execution \( a_0, o_0, a_1, o_1, \ldots \) is possible in the model \( S \) if, starting from the initial belief \( b_0 \), each action \( a_i \) is applicable in the belief \( b_i \) resulting from the execution up to \( a_i \), i.e. \( a_i \in A(s) \) for all \( s \in b_i \), and \( b_{i+1} = b_i \) is non-empty, where \( b_{i+1} = b_i' \) for \( b = b_i, a = a_i \), and \( o = o(a, s, a) \). A belief policy \( \pi \) is a function mapping belief states into actions, while a tree policy \( \pi \) is a function mapping belief states into actions. The executions \( a_0, o_0, a_1, o_1, \ldots \) induced by a belief or tree policy \( \pi \) are the possible executions in which \( a_i \) is the action dictated by the policy given the belief \( b_i \) and the execution up to \( a_i \) respectively. A policy solves the model if all such executions reach a goal belief state, i.e., a belief state \( b \subseteq S_G \). Off-line methods focus on the computation of such policies; on-line methods focus on the computation of the action for the current belief or execution. The difference between belief and tree policies is that the former treat executions leading to the same belief state as equivalent. Thus, while belief policies are represented by graphs, tree policies are represented by trees (Geffner and Bonet 2013).

Representation

We assume that contingent models are represented in compact form through tuples \( P = \langle F, I, A_F, A_N, G \rangle \) where \( F \) stands for a set of atoms, \( I \) is a set of clauses over \( F \) representing the initial situation, and \( G \) is a set (conjunction) of literals over \( F \) representing the goals. We assume that \( A_F \) represents a set of physical actions, and \( A_N \) a set of sensing actions. Both physical and sensing actions \( a \) have a precondition \( P(a) \) that is a conjunction of literals. Physical actions \( a \) are characterized by a set of conditional effects \( a : C \rightarrow E \) on the world, where \( C \) and \( E \) are sets (conjunction) of literals, while sensing actions \( a(q) \) reveal the truth value of the atom \( q \) in \( F \).

The planning problem \( P = \langle F, I, A_F, A_N, G \rangle \) defines the state model \( S(P) = \langle S_0, S_G, A, O, f, o \rangle \), where \( S \) is the set of valuations over the atoms in \( F \), \( S_0 \) and \( S_G \) are the sets of valuations that satisfy \( I \) and \( G \) respectively, \( A(s) \) is the set of actions in \( A_F \cup A_N \) whose preconditions are true in \( s \), \( f(a, s) \) is the state-transition function determined by the conditional effects associated with physical actions \( a \in A_F \), and \( f(a, s) = s \) for sensing actions in \( a \in A_N \). The set \( O \) contains the tokens \( \top \) and \( \bot \) such that \( o(a, s) \) is \( \top \) for actions \( a \in A_F \), and \( o(s, a) \) is \( \top \) or \( \bot \) according to the truth value of atom \( q \) in \( s \) when \( o \) is the sensing action \( o(q) \) in \( A_N \).

The distinction between purely physical actions and purely sensing actions is a convenient simplification; the generalization to actions that involve both physical and sensing effects requires extra notation, but is not a computational challenge.

First Translation

The first translation of contingent problems \( P \) into classical problems \( C_1(P) \) that we consider here, follows Brafman’s and Shani’s closely, but while they map each action \( a \) in \( P \) to \( 2^{|S_0|} \) actions \( o(a, s') \), where \( s' \) \( S_0 \), our translation is polynomial in \( |S_0| \) and introduces a linear number of actions.\(^1\)

For convenience, we will assume that the language of the classical translations \( C_1(P) \) supports axioms. Axioms allow the definition of new, derived atoms in terms of primitive ones, called then the primitive fluents. The derived fluents can be used in action preconditions, goals, and in the body of conditional effects. Axioms are part of the classical PDDL standard and many classical planners support axioms. While it is possible to compile axioms away, there are also benefits for dealing with them directly in the computation of the heuristics and in the progression of the state (Thiébaux, Hoffmann, and Nebel 2005). In our implementation, we compile axioms away so that the translations can be fed into almost any existing classical planner supporting STRIPS, negation, and conditional effects.

The first translation \( C_1(P) \) comprises fluents \( L/s \) for the literals \( L \) in \( P \) and the possible initial states \( s \in b_I \) where \( b_I = S_0 \). The literals in \( P \) are those of the form \( p \) and \( \neg p \) for \( p \in F \). The literals \( L/s \) represent that \( L \) is true under the assumption that \( s \) is the true hidden initial state. The other primitive fluents in the translation \( D(s, s') \) represent that the execution so far contains enough information to distinguish one hidden initial state \( s \) from another \( s' \) (Brafman and Shani 2012a). The expression \( C/s \), when \( C \) is a conjunction of literals \( L \), stands for the conjunction of the literals \( L/s \).

**Definition 1.** Let \( P = \langle F, I, A_F, A_N, G \rangle \) be a deterministic planning problem. The translation \( C_1(P) \) of \( P \) is the classical planning problem with axioms such that \( C_1(P) = \langle F', I', A', G', X' \rangle \), where

\(^1\)There is actually a paragraph in (Brafman and Shani 2012b) that suggests that while translations involving a number of actions linear in \( |S_0| \) appears to be feasible, the authors didn’t consider them because such actions would have “many conditional effects” and hence would be “challenging for current classical planners”. This is a puzzling comment though, as an exponential number of actions is certainly much worse than a quadratic number of effects. For example, for a single action and \( |S_0| = 30 \), the contrast is between 1 billion actions with 20 conditional effects each vs. 30 actions with 900 effects.
\[ F' = \{ L/s : L \in P, s \in b_I \} \cup \{ D(s, s') : s, s' \in b_I \}, \]
\[ I' = \{ L/s : L \in P, s \in b_I, s \models L \}, \]
\[ G' = G, \]
\[ A' = \{ a(s) : a \in AF \cup AN, s \models a \}, \]

The soundness and completeness of the translation \( C_1(P) \) can be expressed in terms of the tree policies that solve \( P \).

**Theorem 1 (Completeness \( C_1(P) \)).** Let \( n_0, \ldots, n_k \) be a topological enumeration of the internal nodes in a policy tree that solves \( P \) where no node precedes its parent, and let \( \pi(n_i) \) represent the action performed by the policy in the node \( n_i \) and \( D(n_i) \) represent the hidden states in \( b_I \) that are compatible with the execution up to \( n_i \). Then, any action sequence \( \pi'(n_0), \ldots, \pi'(n_k) \) where \( \pi'(n_i) = a(s), \pi(n_i) = a, \) and \( s \in D(n_i) \), is a classical plan for \( C_1(P) \).

**Theorem 2 (Soundness \( C_1(P) \)).** Let \( b_1, \ldots, b_k \) be a classical plan for \( C_1(P) \) such that \( D_1(s, s') \) represents the status of the \( D(s, s') \) fluents when the action \( b_i \) is applied. Let \( n_0, \ldots, n_k \) be a set of nodes such that node \( n_i \) is the parent of node \( n_j \) if \( i < j, b_i = a(s), b_j = a'(s), D_i(s, s') \) is true, and \( B \) condition \( A \) is not true for any \( k, i < k < j \). In such a case, the edge from \( n_i \) to \( n_j \) is labeled \( \perp \) if \( \pi(s) \) is a physical action, or if \( A \) is a sensing action and \( D_j(s, s') \) is true. Else the edge is labeled \( \perp \). Then the policy \( \pi(n_i) = a \) over the resulting labeled tree is a tree policy that solves \( P \).

There are a number of optimizations that can be accommodated in the translation. In particular, all the actions \( a(s) \) for the same action \( a \) from \( P \) are equivalent in states \( s' \) where \( D(s, s') \) holds, making the branching factor of the classical problem \( C_1(P) \) unnecessarily large. A simple optimization in this case is to make just one of those actions applicable. This can be achieved by introducing a static ordering \( \prec \) among states, and by adding a derived fluent \( first(s) \) as precondition of \( a(s) \), such that \( first(s) \) is defined by means of the axiom \( S \models \bigwedge_{s \in s'} D(s', s) \). This means that \( s \) represents the first state in the group of all states that are indistinguishable from \( s \). Notice that the predicate \( D \) is symmetric, and hence \( D(s, s') \) is true iff \( D(s', s) \) is true. This property can also be used to reduce the quadratic number of fluents and conditional effects by half.

**Second Translation**

The translation above converts the sequence of actions in any topological traversal of the policy tree into a classical plan. This however is not needed for the translation to be complete. For this, it is enough to account for the actions in one specific traversal of the policy tree; for example the unique depth-first search traversal where the child following a sensing actions \( a(p) \) where \( p \) is true is considered first. In order to achieve this, we accommodate a stack in the translation where the states that predict \( p \) to be false are pushed, in order to be dealt with later. A parameter of this translation is the stack size. A stack size of \( k \) will suffice to obtain contingent plans with branches that accommodate up to \( k \) observations. The translation will be polynomial in this stack parameter, yet the resulting classical plans may be exponential in it. This however is not a characteristic of the translation but of the nature of full contingent plans represented by trees: their size is exponential in the maximum number of observations gathered along a branch of the tree. For this reason, the stack parameter is small in the benchmarks, as otherwise off-line contingent plans would not be able to solve them.
Of course, on-line contingent planners do not compute full solutions and do not have this limitation. The second translation \( C_2(P) \) preserves the fluents \( L/s \) from the first translation but removes the \( D(s,s') \) fluents, that are quadratic in number and require a quadratic number of conditional effects. Instead, the new translation uses fluents \( m(s) \) for keeping track of the set of possible initial states \( s \) that are possible given the execution so far. In addition, preconditions \( XL/s \) in the first translation are replaced by preconditions \( XL \) where the context given by the hidden state \( s \) is implicit. The stack is represented by fluents \( lev(l) \) to indicate the top of the stack, \( stack(s,l) \) to indicate that the hidden state \( s \) has been pushed onto the stack at level \( l \), and static fluents \( next(l,l+1) \) that represent that one level follows the other. For simplicity, we omit these static fluents which are true for each \( l \in [0,M] \) where \( M + 1 \) is the max stack level. For convenience, we also assume that the goal \( G \) is a single atom; if it is not the case, problems can be brought into this form in the standard way by adding a dummy goal and a final action.

**Definition 2.** Let \( P = (F, I, A_F, A_N, G) \) be a deterministic contingent problem. Then the translation \( C_2(P) \) of \( P \) for a given stack parameter \( M > 0 \) is the classical planning problem with axioms \( C_2(P) = (F', I', A', G', X') \) where

- **Physical actions**: preconditions \( L \) of \( a \in A_F \) replaced by \( XL \) and \( \neg XG \); effects \( a : C \rightarrow E \) replaced by \( a : C/s, m(s) \Rightarrow E/s \) for each \( s \in b_I \).

- **Sensing actions**: preconditions \( L \) of \( a(q,l) \) in \( A_N \) become preconditions \( XL \) for \( a(q,l) \) in addition to \( lev(l), \neg XG, \neg Xq, \neg Xq; \) effects \( a(q,l) \) are \( \neg lev(l), lev(l+1), \) and conditional effect \( m(s), \neg q \Rightarrow stack(s,l+1), \neg m(s) \).

- **Pop actions**: preconditions of \( pop(l+1) \) and \( XG \); effects \( \neg lev(l), lev(l-1) \) and conditional effect \( m(s) \Rightarrow stack(s,l) \) \( \rightarrow m(s), \neg stack(s,l) \) for each \( s \in b_I \).

- **X'** is a set of axioms:
  - one for each derived fluent \( XL \) such that \( L \) is literal preconditions or goal in \( P \) with definition \( \wedge_{s \in b_I} [L/s \lor \neg m(s)] \).
  - one for each literal \( L \) in \( G \) with definition \( \wedge_{s \in b_I} L/s \).

The number of actions in the translation is \( O(|A_F| + M \cdot |A_N|) \) where \( M + 1 \) is the stack size, the number of fluents is \( O(|F| + M \cdot |b_I|) \), while the maximum number of conditional effects per action is \( O(|S| \cdot |F|) \). None of these numbers grows with the square number of states in \( b_I \) as in the translation \( C_1(P) \), or exponentially in \( |b_I| \) as in the translation of Brafman and Shani.

The emulation of a stack in the translation is reminiscent of Domshlak's compilation scheme for mapping a class of fault tolerant planning problems into classical problems (Domshlak 2013).

In relation to \( C_1(P) \), the new translation replaces the \( D(s,s') \) literals encoding the accessibility relations among worlds by the \( m(s) \) literals that represent the set of hidden initial states that are possible given the current execution. The new translation uses also a stack where the hidden states \( s \) that predict \( \neg q \) after the execution of the sensing action \( a(q,l) \) are stored. The translation makes also sure that \( q \) is not known either true or false by adding the literals \( \neg Xq \) and \( \neg X\neg q \) in the action precondition. Finally, the translation adds the \( pop(l+1) \) actions: they are triggered when an execution reaches the goal in the form of the \( XG \) literal, so that the executions associated with hidden states that have been pushed onto the stack become current and can be extended to reach the goal as well.

The soundness and the completeness of the translation \( C_2(P) \) can be expressed as follows. In a policy tree for \( P \), we refer by the level \( lev(n_i) \) of a node \( n_i \) to the number of “right turns” in the path from the root of the tree to the node \( n_i \), where a right turn corresponds to the observation that an atom \( q \) is false following a sensing action \( a(q) \).

**Theorem 3 (Completeness \( C_2(P) \)).** Let \( n_1, \ldots, n_k \) be a DFS enumeration of all the nodes in a policy tree that solves \( P \) where no node precedes its parent and where children associated with positive observations come first. Let \( \pi(n_i) \) represent the action performed by the policy in node \( n_i \), let \( D(n_i) \) represent the set of hidden states in \( b_i \) which are compatible with the execution up to \( n_i \), and let \( lev(n_i) \) be the level of the node \( n_i \) in the tree. If these levels are not greater than \( M + 1 \), then the action sequence \( \pi(n_k), \ldots, \pi(n_1) \) is a classical plan for \( C_2(P) \), where \( \pi(n_i) = \pi(n_k) \) if \( \pi(n_k) \) is a physical action, \( \pi(n_i) = a(q,l) \) if \( \pi(n_k) \) is the sensing action \( a(q) \) and \( l = lev(n_i) \), and \( \pi(n_i) = pop(l) \) if \( n_i \) is leaf node of the tree and \( l = lev(n_i) \).

**Theorem 4 (Soundness \( C_2(P) \)).** Let \( b_0, \ldots, b_k \) be a classical plan for \( C_2(P) \) such that \( m(s) \) represents the status of the \( m(s) \) fluents when the action \( b_j \) is applied. Let \( n_0, \ldots, n_k \) be a set of nodes such that node \( n_j \) is the parent of node \( n_i \) if \( i < j \) and there is a state \( s \) such that both \( m(s) \) and \( m_j(s) \) are true and there is no \( k \), \( i < k < j \), such that \( m_k(s) \) is true as well. In such a case, the edge from \( n_i \) to \( n_j \) is labeled \( \top \) either if \( a \) is a physical action, or if \( a \) is a sensing action and \( j = i+1 \). Else the edge is labeled \( \bot \). Then the policy \( \pi(n_i) \) over the internal nodes \( n_i \) of the tree such that \( \pi(n_i) = b_j \) if \( b_j \) is a physical action, and \( \pi(n_i) = a(q,l) \) if \( b_j \) is a sensing action \( a(q,l) \), represents a policy that solves \( P \).

**Empirical evaluation**

We will turn now to evaluate the translations empirically over benchmarks collected from the distributions of contingent-FF, Pond, and CLG, and DNFt. The experiments were run on a cluster of Linux boxes AMD Opteron Abu Dhabi 6378 processors at 2.4 GHz. Each experiment had a cutoff of 2h or 4GB of memory. For the translation \( C_2 \) we used an stack size \( M = 6 \).

Table 1 compares existing contingent planners with the classical planner Fast Downward LAMA 2011, that we will
Table 1: Comparison of Contingent planners. Translations solved by classical planner LAMA. TO stands for time out, OM for out of memory, MC and E that the problem is too big or a faulty execution respectively for CFF, MT that translator went memory out, '-' means no information on performance of planner over instance.

<table>
<thead>
<tr>
<th>Problem</th>
<th>$C_1(P)$</th>
<th>$C_2(P)$</th>
<th>Pond</th>
<th>MBP</th>
<th>CFF</th>
<th>CLG</th>
<th>DNFct</th>
</tr>
</thead>
<tbody>
<tr>
<td>blocks 3</td>
<td>0.0</td>
<td>7</td>
<td>0.2</td>
<td>6</td>
<td>0.01</td>
<td>5</td>
<td>0.33</td>
</tr>
<tr>
<td>blocks 7</td>
<td>45.8</td>
<td>63</td>
<td>116.9</td>
<td>63</td>
<td>OM</td>
<td>TO</td>
<td>0.46</td>
</tr>
<tr>
<td>blocks 11</td>
<td>1490</td>
<td>115</td>
<td>TO</td>
<td>OM</td>
<td>TO</td>
<td>TO</td>
<td>35.68</td>
</tr>
<tr>
<td>blocks 15</td>
<td>463.9</td>
<td>119</td>
<td>TO</td>
<td>OM</td>
<td>TO</td>
<td>TO</td>
<td>144.2</td>
</tr>
<tr>
<td>ebtcs 50</td>
<td>1805</td>
<td>100</td>
<td>388.7</td>
<td>100</td>
<td>6.0</td>
<td>99</td>
<td>11.96</td>
</tr>
<tr>
<td>ebtcs 70</td>
<td>MT</td>
<td>2216</td>
<td>140</td>
<td>29.8</td>
<td>TO</td>
<td>69.66</td>
<td>23.79</td>
</tr>
<tr>
<td>ebtcs 90</td>
<td>MT</td>
<td>TO</td>
<td>TO</td>
<td>OM</td>
<td>TO</td>
<td>TO</td>
<td>255</td>
</tr>
<tr>
<td>ebtcs 150</td>
<td>MT</td>
<td>TO</td>
<td>TO</td>
<td>OM</td>
<td>MC</td>
<td>603.3</td>
<td>49.6</td>
</tr>
<tr>
<td>grid 3</td>
<td>92.7</td>
<td>26</td>
<td>153.7</td>
<td>119</td>
<td>105</td>
<td>148</td>
<td>943</td>
</tr>
<tr>
<td>grid 4</td>
<td>1809</td>
<td>45</td>
<td>TO</td>
<td>OM</td>
<td>TO</td>
<td>1558</td>
<td>884</td>
</tr>
<tr>
<td>grid 5</td>
<td>1260</td>
<td>70</td>
<td>134.5</td>
<td>97</td>
<td>OM</td>
<td>TO</td>
<td>657</td>
</tr>
<tr>
<td>medpks 50</td>
<td>2495</td>
<td>101</td>
<td>6084</td>
<td>101</td>
<td>192.5</td>
<td>100</td>
<td>164.9</td>
</tr>
<tr>
<td>medpks 70</td>
<td>MT</td>
<td>OM</td>
<td>TO</td>
<td>OM</td>
<td>TO</td>
<td>968.6</td>
<td>14.0</td>
</tr>
<tr>
<td>medpks 90</td>
<td>MT</td>
<td>OM</td>
<td>TO</td>
<td>OM</td>
<td>TO</td>
<td>24.35</td>
<td>199</td>
</tr>
<tr>
<td>unix 1</td>
<td>0.1</td>
<td>19</td>
<td>0.2</td>
<td>17</td>
<td>5.1</td>
<td>26</td>
<td>1.58</td>
</tr>
<tr>
<td>unix 2</td>
<td>12.4</td>
<td>72</td>
<td>14.3</td>
<td>48</td>
<td>1.71</td>
<td>48</td>
<td>0.13</td>
</tr>
<tr>
<td>unix 3</td>
<td>1521</td>
<td>197</td>
<td>TO</td>
<td>OM</td>
<td>TO</td>
<td>3.84</td>
<td>111</td>
</tr>
<tr>
<td>unix 4</td>
<td>MT</td>
<td>OM</td>
<td>OM</td>
<td>TO</td>
<td>143</td>
<td>238</td>
<td>78.9</td>
</tr>
<tr>
<td>doors 3</td>
<td>0.0</td>
<td>13</td>
<td>0.0</td>
<td>13</td>
<td>-</td>
<td>-</td>
<td>E</td>
</tr>
<tr>
<td>doors 5</td>
<td>429.7</td>
<td>164</td>
<td>TO</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>E</td>
</tr>
<tr>
<td>doors 7</td>
<td>MT</td>
<td>TO</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>E</td>
</tr>
<tr>
<td>localize 3</td>
<td>5.7</td>
<td>31</td>
<td>0.7</td>
<td>24</td>
<td>-</td>
<td>-</td>
<td>42</td>
</tr>
<tr>
<td>localize 5</td>
<td>301</td>
<td>81</td>
<td>8.0</td>
<td>76</td>
<td>-</td>
<td>-</td>
<td>MC</td>
</tr>
<tr>
<td>localize 7</td>
<td>5551</td>
<td>171</td>
<td>161.2</td>
<td>177</td>
<td>-</td>
<td>-</td>
<td>MC</td>
</tr>
<tr>
<td>localize 11</td>
<td>10</td>
<td>TO</td>
<td>-</td>
<td>-</td>
<td>TO</td>
<td>-</td>
<td>MC</td>
</tr>
</tbody>
</table>

There is a correlation between the size of the PDDL file and the overhead that affects the scalability of the classical planners. The size of the PDDLs is directly proportional to the number of fluents, actions and conditional effects in the translation. For creating the actual PDDLs, axioms are compiled away in ramifications and actions interleaved during the execution. These dummy actions represent many of the actions appearing in the resulting classical plans. Due to the treatment of axioms, the PDDLs are actually larger than the sizes that follow from the analysis in Sections 3 and 4. As a reference, the translation $K_0$ that maps conformant into classical planning problems (Palacios and Geffner 2009) and is linear in the number of initial states, dealing with a conformant problem equivalent to Blocks7, produces a classical problem with 445/1k/13k actions/atoms/conditional-effects. In contrast $C_1$ produces 3k/1k/177k and $C_2$ produces 777/1k/184k. $K_0$ and $C_2$ have a similar number of actions and atoms, while $C_1$ has more actions, as they grow linear with the number of initial states. In contrast, both $C_1$ and $C_2$ have many more conditional effects. Table 3 shows figures concerning the translation of selected instances, in comparison with the figures that correspond to the translation used by the CLG planner.

We have also tested our translations with many other classical planners and configurations that we are not reporting in the tables. We tried for example a version of the Fast Downward planner with the causal graph and the landmark heuristics. These are heuristics that are not as sensible to the approximations made by the delete-relaxation. We also tried other variants of the width-based algorithms in the SIW and BFS(f) family reported in (Lipovetzky and Geffner 2012). And finally, we tried the SAT-based planner Mp. In all cases, we didn’t obtain better results, and for Mp the results were definitely inferior, reporting solutions to 8 of the 60 instances we tried. The coverage of the FD planner with the

Table 2 shows performance of three classical planners over the translations $C_1$ and $C_2$. The planners LAMA, FF (Hoffmann and Nebel 2001), and a version of the SIW planner that uses the $h_{add}$ heuristic (Lipovetzky and Geffner 2012).

In almost all the instances, SIW is slower in generating the nodes than the other planners, but this is compensated by a better ratio between the number of expanded nodes and the length of plans, meaning that the search is informed enough to go to the goal while expanding few nodes. LAMA has the opposite behavior, generating nodes fast but expanding many more nodes per step in the plan. The relaxed heuristic of FF is not very informed except for the Medpks domain. LAMA uses a heuristic derived from landmarks in combination with the well-known FF heuristic; the initial values of these two heuristics are reported in ‘heur’ column.

There is a correlation between the size of the PDDL file and the overhead that affects the scalability of the classical planners. The size of the PDDLs is directly proportional to the number of fluents, actions and conditional effects in the translation. For creating the actual PDDLs, axioms are compiled away in ramifications and actions interleaved during the execution. These dummy actions represent many of the actions appearing in the resulting classical plans. Due to the treatment of axioms, the PDDLs are actually larger than the sizes that follow from the analysis in Sections 3 and 4. As a reference, the translation $K_0$ that maps conformant into classical planning problems (Palacios and Geffner 2009) and is linear in the number of initial states, dealing with a conformant problem equivalent to Blocks7, produces a classical problem with 445/1k/13k actions/atoms/conditional-effects. In contrast $C_1$ produces 3k/1k/177k and $C_2$ produces 777/1k/184k. $K_0$ and $C_2$ have a similar number of actions and atoms, while $C_1$ has more actions, as they grow linear with the number of initial states. In contrast, both $C_1$ and $C_2$ have many more conditional effects. Table 3 shows figures concerning the translation of selected instances, in comparison with the figures that correspond to the translation used by the CLG planner.

We have also tested our translations with many other classical planners and configurations that we are not reporting in the tables. We tried for example a version of the Fast Downward planner with the causal graph and the landmark heuristics. These are heuristics that are not as sensible to the approximations made by the delete-relaxation. We also tried other variants of the width-based algorithms in the SIW and BFS(f) family reported in (Lipovetzky and Geffner 2012). And finally, we tried the SAT-based planner Mp. In all cases, we didn’t obtain better results, and for Mp the results were definitely inferior, reporting solutions to 8 of the 60 instances we tried. The coverage of the FD planner with the
<table>
<thead>
<tr>
<th>C₁ Translation</th>
<th>SIW</th>
<th>LAMA</th>
<th>FF</th>
</tr>
</thead>
<tbody>
<tr>
<td>problem</td>
<td>size</td>
<td>size</td>
<td>size</td>
</tr>
<tr>
<td>dispose 3 1</td>
<td>103</td>
<td>273</td>
<td>174</td>
</tr>
<tr>
<td>dispose 4 1</td>
<td>522</td>
<td>576</td>
<td>375</td>
</tr>
<tr>
<td>doors 3</td>
<td>11.1</td>
<td>39</td>
<td>39</td>
</tr>
<tr>
<td>doors 5</td>
<td>2115</td>
<td>930</td>
<td>492</td>
</tr>
<tr>
<td>ebts 30</td>
<td>913.4</td>
<td>180</td>
<td>180</td>
</tr>
<tr>
<td>ebts 50</td>
<td>4043</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>eolog 5</td>
<td>1081</td>
<td>450</td>
<td>330</td>
</tr>
<tr>
<td>eolog 7</td>
<td>3621</td>
<td>TO</td>
<td>3923</td>
</tr>
<tr>
<td>grid 2</td>
<td>891</td>
<td>111</td>
<td>27</td>
</tr>
<tr>
<td>grid 4</td>
<td>7367</td>
<td>TO</td>
<td>135</td>
</tr>
<tr>
<td>localize 3</td>
<td>235</td>
<td>90</td>
<td>93</td>
</tr>
<tr>
<td>localize 5</td>
<td>3431</td>
<td>558</td>
<td>243</td>
</tr>
<tr>
<td>medpks 30</td>
<td>1184</td>
<td>180</td>
<td>180</td>
</tr>
<tr>
<td>medpks 50</td>
<td>5542</td>
<td>TO</td>
<td>303</td>
</tr>
<tr>
<td>push 3 1</td>
<td>562.4</td>
<td>177</td>
<td>165</td>
</tr>
<tr>
<td>unix 2</td>
<td>3169</td>
<td>453</td>
<td>216</td>
</tr>
<tr>
<td>unix 3</td>
<td>81058</td>
<td>OM</td>
<td>591</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₂ Translation</td>
<td>SIW</td>
<td>LAMA</td>
<td>FF</td>
</tr>
<tr>
<td>problem</td>
<td>size</td>
<td>size</td>
<td>size</td>
</tr>
<tr>
<td>dispose 4 1</td>
<td>450</td>
<td>295</td>
<td>259</td>
</tr>
<tr>
<td>dispose 5 1</td>
<td>1303</td>
<td>667</td>
<td>411</td>
</tr>
<tr>
<td>doors 3</td>
<td>34.1</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>doors 5</td>
<td>850</td>
<td>355</td>
<td>297</td>
</tr>
<tr>
<td>ebts 30</td>
<td>1317</td>
<td>243</td>
<td>177</td>
</tr>
<tr>
<td>ebts 50</td>
<td>5403</td>
<td>363</td>
<td>297</td>
</tr>
<tr>
<td>eolog 5</td>
<td>362</td>
<td>301</td>
<td>287</td>
</tr>
<tr>
<td>eolog 7</td>
<td>553</td>
<td>481</td>
<td>401</td>
</tr>
<tr>
<td>grid 3</td>
<td>535</td>
<td>407</td>
<td>257</td>
</tr>
<tr>
<td>grid 5</td>
<td>1367</td>
<td>IW&gt;2</td>
<td>97</td>
</tr>
<tr>
<td>localize 3</td>
<td>82.4</td>
<td>75</td>
<td>59</td>
</tr>
<tr>
<td>localize 7</td>
<td>7.8</td>
<td>791</td>
<td>417</td>
</tr>
<tr>
<td>medpks 30</td>
<td>10609</td>
<td>299</td>
<td>299</td>
</tr>
<tr>
<td>medpks 99</td>
<td>86763</td>
<td>OM</td>
<td>TO</td>
</tr>
<tr>
<td>push 3 1</td>
<td>208</td>
<td>147</td>
<td>121</td>
</tr>
<tr>
<td>push 3 2</td>
<td>4342</td>
<td>OM</td>
<td>1467</td>
</tr>
<tr>
<td>unix 2</td>
<td>718</td>
<td>137</td>
<td>117</td>
</tr>
<tr>
<td>unix 3</td>
<td>5918</td>
<td>OM</td>
<td>TO</td>
</tr>
</tbody>
</table>

Table 2: Performance of classical planners over the translations. 'N/A' indicates that the resolution time is too small to be reported. 'pddl' is the size in KB of the input files, '#exp/#act' the ratio between expanded nodes and actions in the plan, 'heur' the initial heuristic value, 'node/sec' generated nodes per second. TO stands for time out, OM for out of memory. IW>2 means SIW failed.

indicated heuristics was 26/30 for C₁/C₂, and for FD using the landmark heuristic was 15/25. FF coverage was 11/14. SIW, as presented by the authors, coverage was 16/25.

It is interesting to note that none of the reported classical planner dominated the others, and moreover, the planners exhibit very different behaviors over the translations, with some planners solving some of the instances rather easily while others produce memory or time outs in the same instances. Also, some encoding details are important. For example, we found that copying the preconditions into conditions² before the translation made a big difference in the performance of the FF planner that jumped from solving only 14 instances of C₂, to solving 27.

The size of the translations does not coincide with the sizes predicted by the analysis in Sections 3 and 4. The reason is the compilation of the axioms. We compiled the axioms away because many of the planners do not handle axioms properly. This, however, doesn't seem to be a good idea, because the elimination of the axioms produces many additional fluents and actions, that may be affecting performance drastically. One of the few modern planners that provides native support for axioms is FF-X (Thiébaux, Hoffmann, and Nebel 2005), but the overhead is then considerable as the class of axioms handled by FF-X is much more expressive than what is needed by our translations. FF-X supports indeed recursive, stratified definitions, while our definitions are simple and acyclic.

One open question is related with the low performance of the SAT-based planner Mp, which solves seven instances over the two translations C₁ and C₂. A translation to be ef-

²Such operation is sound and helps the delete.relaxation heuristics.
| Problem | Act / Atom / CE | Time | Act / Atom / CE | Time | Act / Atom / CE | CLG | CLG-S
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>blocks/7</td>
<td>455 / 72 / 1k</td>
<td>1.9</td>
<td>3k / 1k / 177k</td>
<td>5.4</td>
<td>777 / 1k / 184k</td>
<td>6k / 4k / 263k</td>
<td>1k / 2k / 56k</td>
</tr>
<tr>
<td>blocks/11</td>
<td>1k / 152 / 5k</td>
<td>6.4</td>
<td>12k / 2k / 570k</td>
<td>31.4</td>
<td>2k / 2k / 488k</td>
<td>15k / 10k / 736k</td>
<td>4k / 4k / 176k</td>
</tr>
<tr>
<td>dispose-2</td>
<td>62 / 54 / 96</td>
<td>1.4</td>
<td>322 / 1k / 19k</td>
<td>1.1</td>
<td>75 / 1k / 15k</td>
<td>171 / 596 / 2k</td>
<td>716 / 1k / 24k</td>
</tr>
<tr>
<td>dispose-3</td>
<td>71 / 60 / 110</td>
<td>125.7</td>
<td>1k / 8k / 1m</td>
<td>7.3</td>
<td>102 / 7k / 108k</td>
<td>2597 / 716 / 3k</td>
<td>6k / 8k / 81k</td>
</tr>
<tr>
<td>doors 3</td>
<td>48 / 50 / 72</td>
<td>0</td>
<td>71 / 125 / 385</td>
<td>0.1</td>
<td>91 / 155 / 1k</td>
<td>139 / 497 / 1k</td>
<td>149 / 354 / 1k</td>
</tr>
<tr>
<td>doors 5</td>
<td>160 / 138 / 240</td>
<td>15.2</td>
<td>1k / 3k / 188k</td>
<td>5.7</td>
<td>303 / 2k / 73k</td>
<td>867 / 2k / 16k</td>
<td>2k / 3k / 115k</td>
</tr>
<tr>
<td>ebics-30</td>
<td>61 / 40 / 91</td>
<td>9.2</td>
<td>962 / 3k / 34k</td>
<td>3.6</td>
<td>218 / 173 / 189k</td>
<td>2k / 3k / 108k</td>
<td>2k / 4k / 197k</td>
</tr>
<tr>
<td>ebics-50</td>
<td>101 / 60 / 171</td>
<td>70.9</td>
<td>2k / 8k / 251k</td>
<td>16.4</td>
<td>358 / 8k / 182k</td>
<td>5k / 8k / 450k</td>
<td>7k / 11k / 845k</td>
</tr>
<tr>
<td>elog5</td>
<td>93 / 96 / 159</td>
<td>0.6</td>
<td>746 / 712 / 31k</td>
<td>0.5</td>
<td>235 / 865 / 27k</td>
<td>246 / 602 / 2k</td>
<td>672 / 1k / 12k</td>
</tr>
<tr>
<td>elog7</td>
<td>93 / 96 / 159</td>
<td>1.7</td>
<td>1k / 1k / 100k</td>
<td>0.8</td>
<td>235 / 1k / 44k</td>
<td>266 / 628 / 2k</td>
<td>992 / 1k / 23k</td>
</tr>
<tr>
<td>grid-4</td>
<td>232 / 134 / 436</td>
<td>26.7</td>
<td>6k / 6k / 649k</td>
<td>8.3</td>
<td>359 / 6k / 101k</td>
<td>2k / 3k / 49k</td>
<td>6k / 8k / 308k</td>
</tr>
<tr>
<td>grid-5</td>
<td>196 / 122 / 364</td>
<td>23.2</td>
<td>5k / 5k / 581k</td>
<td>7.2</td>
<td>311 / 5k / 90k</td>
<td>2k / 2k / 41k</td>
<td>5k / 7k / 278k</td>
</tr>
<tr>
<td>localize 11</td>
<td>9 / 90 / 633</td>
<td>229.7</td>
<td>686 / 15k / 7m</td>
<td>8.5</td>
<td>360 / 25k / 200k</td>
<td>12k / 1k / 1m</td>
<td>18k / 1k / 12k</td>
</tr>
<tr>
<td>localize 13</td>
<td>9 / 117 / 853</td>
<td>67.2</td>
<td>929 / 28k / 18m</td>
<td>19.5</td>
<td>36 / 45k / 350k</td>
<td>22k / 2k / 3m</td>
<td>32k / 35k / 7m</td>
</tr>
<tr>
<td>medpks-050</td>
<td>102 / 112 / 151</td>
<td>89.7</td>
<td>2k / 14k / 259k</td>
<td>46.5</td>
<td>352 / 21k / 1m</td>
<td>7k / 8k / 573k</td>
<td>13k / 16k / 1m</td>
</tr>
<tr>
<td>medpks-150</td>
<td>300 / 310 / 448</td>
<td>-</td>
<td>MT</td>
<td>2862</td>
<td>1k / 181k / 41m</td>
<td>67k / 70k / 13m</td>
<td>112k / 138k / 27m</td>
</tr>
<tr>
<td>push 3</td>
<td>59 / 52 / 109</td>
<td>0.4</td>
<td>533 / 472 / 20k</td>
<td>0.2</td>
<td>111 / 616 / 17k</td>
<td>266 / 683 / 5k</td>
<td>349 / 644 / 8k</td>
</tr>
<tr>
<td>push 32</td>
<td>94 / 62 / 170</td>
<td>-</td>
<td>MT</td>
<td>5.4</td>
<td>191 / 8k / 446k</td>
<td>502 / 1k / 9k</td>
<td>9k / 12k / 1m</td>
</tr>
<tr>
<td>unix 2</td>
<td>253 / 38 / 491</td>
<td>1.7</td>
<td>3k / 946 / 134k</td>
<td>0.7</td>
<td>335 / 1k / 62k</td>
<td>649 / 951 / 21k</td>
<td>795 / 1k / 30k</td>
</tr>
<tr>
<td>unix 3</td>
<td>1k / 70 / 2k</td>
<td>49</td>
<td>28k / 4k / 3m</td>
<td>9.4</td>
<td>1k / 5k / 608k</td>
<td>2k / 3k / 184k</td>
<td>3k / 4k / 280k</td>
</tr>
</tbody>
</table>

Table 3: Translation data for selected instances: Act, Atom, and CE stand for the number of actions, fluents, and conditional effects. Time is the translation time in seconds. P stands for the original problem, MT means that the translator went memory out.

- MT

The implementations of the translations could be improved in a number of ways. One of the first to be explored is the value of compiling the axioms vs. dealing with them directly in the state progression and in the computation of the heuristics. Other details in the implementation could narrow the gap in performance with the best off-line contingent planners further. More powerful classical planning algorithms would help as well, indicating that those translated problems are a challenging test bench for classical planners. The huge differences in performance that results from the use of the different planners over the translations, suggest that there is also a lot of room for improvement, and for adjusting the details of the translations, to make the most of the techniques captured by these planners.

**Summary**

We have introduced two translations for mapping deterministic contingent problems into classical problems that, unlike Brafman’s and Shani’s translation, are polynomial and can be used for solving contingent problems off-line. From the empirical results obtained so far, the approach is not yet at the level of the last generation of off-line contingent planners, but it is certainly on par with other recent contingent planners such as Contingent-FF, POND, and MBP. Moreover, the limitations in performance are not always a result of the size of the translations, so further advances in classical planning algorithms will have an impact on the class of contingent problems that can be solved in this manner. A limitation of off-line contingent planners regardless of the approach is that the size of plans is often exponential in the number of observations, a limitation that is not shared by on-line planners. We expect these ideas to be relevant to other types of planning problems as well, like Q-Dec-POMDPs (Brafman, Shani, and Zilberstein 2013), and other types of partially observable multiagent planning problems.
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